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Preface

It is our pleasure to present you the proceedings of ICTERI 2013, the ninth edition of
the International Conference on Information and Communication Technologies in
Education, Research, and Industrial Applications: Integration, Harmonization, and
Knowledge Transfer, held at Kherson, Ukraine on June 19-22, 2013. ICTERI is con-
cerned with interrelated topics from information and communication technology

(ICT) infrastructures to teaching these technologies or using those in education or

industry. Those aspects of ICT research, development, technology transfer, and use in

real world cases are vibrant for both the academic and industrial communities.

The conference scope was outlined as a constellation of the following themes:

o ICT infrastructures, integration and interoperability

e Machine Intelligence, knowledge engineering, and knowledge management
for ICT

e Cooperation between academia and industry in ICT

e Model-based software system development

e Methodological and didactical aspects of teaching ICT and using ICT in education
A visit to Google Analytics proves the broad and continuously increasing interest

in the ICTERI themes. Indeed, between November 15, 2012 and May 15, 2013 we

have received circa 4 400 visits to the conference web site, http:/icteri.org/, from 110

countries (568 cities). These numbers are 1.5 — 2 times higher than those observed in

the similar period for ICTERI 2012.

ICTERI 2013 continues the tradition of hosting co-located focused events under its
umbrella. In the complement to the main conference this year, the program offered the
three co-located workshops, two tutorials, and IT talks panel. The main conference
program has been composed of the top-rated submissions evenly covering all the
themes of ICTERI scope.

The workshops formed the corolla around the main ICTERI conference by focus-
ing on particular sub-fields relevant to the conference theme. In particular:

e The 1st International Workshop on Methods and Resources of Distance Learning
(MRDL 2013) dealt mainly with the methodological and didactical aspects of
teaching ICT and using ICT in education

e The scope of the 2nd International Workshop on Information Technologies in Eco-
nomic Research (ITER 2013) was more within the topic of cooperation between
academia and industry



II

e 2nd International Workshop on Algebraic, Logical, and Algorithmic Methods of
System Modeling, Specification and Verification (SMSV 2013) focused on model-
based software system development
The IT Talks panel was the venue for the invited industrial speakers who wish to

present their cutting edge ICT achievements.

This year we were also accepted the two focused short tutorials to the program: on
ontology alignment and the industrial applications of this technology; and on the time
model and Clock Constraint Specification Language for the UML profile used in
modeling and analysis of real-time and embedded systems.

Overall ICTERI attracted a substantial number of submissions — a total of 124
comprising the main conference and workshops. Out of the 60 paper submissions to
the main conference we have accepted 22 high quality and most interesting papers to
be presented at the conference and published in our proceedings. The acceptance rate
was therefore 36.7 percent. Our three workshops received overall 64 submissions,
from which 27 were accepted by their organizers and included in the second part of
this volume. Those selected publications are preceded by the contributions of our
invited speakers. The talk by our keynote speaker Wolf-Ekkehard Matzke expressed
his industrial views on the knowledge-based bio-economy and the “Green Triple-
Helix” of biotechnology, synthetic biology, and ICT. The invited talk by Gary L. Pratt
was focused on a movement of higher education institutions to forming consortiums
for creating a position of strength facing contemporary economic challenges. The
invited talk by Alexander A. Letichevsky presented a general theory of interaction
and cognitive architectures based on this theory.

The conference would not have been possible without the support of many people.
First of all we would like to thank all the authors who submitted papers to ICTERI
2013 and thus demonstrated their interest in the research problems within our scope.
We are also very grateful to the members of our Program Committee for providing
timely and thorough reviews and also for been cooperative in doing additional review
work. We would like also to thank the local organizers of the conference whose devo-
tion and efficiency made this instance of ICTERI a very comfortable and effective
scientific forum. Finally a special acknowledgement is given to the support by our
editorial assistant Olga Tatarintseva who invested a considerable effort in checking
and proofing the final versions of our papers.
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The Knowledge-Based Bio-Economy and the “Green
Triple-Helix” of Biotechnology, Synthetic Biology
and ICT

Wolf-Ekkehard Matzke
MINRES Technologises GmbH, Neubiberg, Germany

wolf@minres.com

Abstract. Over the last decades economies around the globe have transformed
into a knowledge-based economy (KBE). Information and Communication
Technology (ICT) has served as the principal enabling technology for this trans-
formation. Now biology becomes another major pillar — producing a knowl-
edge-based bio-economy (KBBE). The challenges faced by biotechnology push
the requirements for ICT in many ways to the extreme and far beyond its basic
utility function. In particular, it is valid for synthetic biology which aims to
break ground on the rational design and construction of artificial biological sys-
tems with ICT as its backbone for bio-design automation (BDA). This could be
best illustrated using a metaphor of a “green triple-helix”, where “green” stands
for environmental consciousness and “triple-helix” visualizes the inter-
dependency of biotechnology, synthetic biology, and ICT as the helical strands.
The talk will explore this inter-dependency in dynamics. High level ICT re-
quirements will be identified and discussed along the dimensions of education,
research and industry with the emphasis on synthetic biology and BDA. The
guidelines for the architecture and implementation of an open BDA platform
will be presented so that interested ICT researchers and practitioners will better
understand the biology-specific ICT challenges of the KBBE.

Keywords. Knowledge-Based Bio-Economy, Biotechnology, Synthetic Biol-
ogy, Bio-Design Automation

Key terms. ICTInfrastructure, Industry, Management, Research



A Movement of Higher Education Institutions
to Consortiums of Institutions Banding Together
to Create a Position of Strength

Gary L. Pratt
Eastern Washington University, 202 Huston Hall, Cheney, Washington 99004, USA

gpratt@ewu.edu

Abstract. Colleges and universities compete for students, faculty, and business,
industry, and research partnerships with quality programs, strong faculty, re-
search opportunities, affordable cost, and high student success factors. Yet, at
the infrastructure level, most of these institutions provide many similar informa-
tion technology services and support. On top of this, many of these institutions
struggle to provide this quality infrastructure because of a variety of factors, in-
cluding: shrinking budgets, minimal strategic planning, and a lack of institu-
tional vision of information technology as a strategic asset. This presentation
will showcase best practice examples of how higher education institutions can
band together, to create strong consortium relationships that can help all part-
ners in this relationship move forward as a strong force. Examples will include
actual successes experience by the Kentucky Council on Postsecondary Educa-
tions Distance Learning Advisory Committee (DLAC), the Washington Legis-
lative Technology Transformation Taskforce (TTT), and the Washington
Higher Education Technology Consortium (WHETC).These successes range
from statewide strategic planning efforts, to significant consortial purchasing
contracts, to collaborative technology systems, services, and training opportuni-
ties. This presentation will show that institutions can be stronger working to-
gether than working individually.

Keywords. University consortium, best practice, competition, infrastructure, in-
formation technology, strategic asset, strategic planning, collaborative technol-
ogy system

Key terms. Academia, Information Technology, Infrastructure, Cooperation,
Management



General Theory of Interaction and Cognitive
Architectures

Alexander Letichevsky

Glushkov Institute of Cybernetics, Academy of Sciences of Ukraine
40 Glushkova ave., 03187, Kyiv, Ukraine
let@cyfra.net

Abstract. The challenge of creating a real-life computational equiva-
lent of the human mind is now attracting the attention of many scientific
groups from different areas of cybernetics and Artificial Intelligence such
as computational neuroscience, cognitive science, biologically inspired
cognitive architectures etc. The paper presents a new cognitive archi-
tecture based on insertion modeling, one of the paradigms of a general
theory of interaction, and a basis for multiagent system development.
Insertion cognitive architecture is represented as a multilevel insertion
machine which realizes itself as a high level insertion environment. It has
a center to evaluate the success of its behavior which is a special type
agent that can observe the interaction of a system with external environ-
ment. The main goal of a system is achieving maximum success repeated.
As an agent this machine is inserted into its external environment and
has the means to interact with it. The internal environment of intelligent
cognitive agent creates and develops its own model and the model of ex-
ternal environment. If the external environment contains other agents,
they can be modeled by internal environment which creates correspond-
ing machines and interprets those machines using corresponding drivers,
comparing the behaviors of models and external agents. Insertion ar-
chitecture is now under development on the base of Insertion modeling
system, developed in Glushkov Institute of Cybernetics.

Keywords. AgentBasedSystem, DistributedArtificiallntelligence, Rea-
soning, FormalMethod, Simulation

Key terms. AgentBasedSystem, Distributed Artificiallntelligence, Rea-
soning, FormalMethod, Simulation

1 Introduction

General theory of interaction is a theory of information interaction in complex
distributed multi-agent systems. It has a long history. Contemporary part of
this history can be considered as starting from neuro networks of McCulloch-
Pitts [23]. The model of neuro nets caused the appearance of abstract automata
theory, a theory which helps study the behavior and interaction of evolving
systems independently of their structure. The Kleene-Glushkov algebra [13,7]
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is the main tool for the description of the behaviors of finite state systems.
Automata theory originally concentrated on the study of analyses and synthesis
problems, generalization of finite state automata and complexity. Interaction in
explicit form appeared only in 70s as a general theory of interacting information
processes. It includes the CCS (Calculus of Communicated Processes) [24, 25]
and the 7-calculus of R. Milner [26], CSP (Communicated Sequential Processes)
of T. Hoare [10], ACP (Algebra of Communicated Processes) [3] and many other
various branches of these basic theories. Now all these calculi and algebras are
the basis for modern research in this area. Fairly complete survey of the classical
process theory is presented in the Handbook of Process Algebras [4], published
in 2001.

Insertion modeling is a trend that is developing over the last decade as an
approach to a general theory of interaction of agents and environments in com-
plex distributed multi-agent systems. The first works in this direction have been
published in the middle of 90s [6,15,16]. In these studies, a model of interac-
tion between agents and environments based on the notion of insertion function
and the algebra of behaviors (similar to some kind of process algebra) has been
proposed. The paradigm shift from computing to interaction was extensively dis-
cussed in computer science that time, and our work was in some sense a response
to this trend. But the real roots of the insertion model should be sought even
earlier, in a model of interacting of control and operational automata, proposed
by V. Glushkov back in the 60s [8,9] to describe the structure of computers.
In the 70s the algebraic abstraction of this model were studied in the theory of
discrete processors and provided a number of important results on the problem
of equivalence of programs, their equivalent transformations and optimization.
Macroconveyor models of parallel computing, which were investigated in 80s
years [11], even more close to the model of interaction of agents and environ-
ments. In these models, the processes corresponding to the parallel processors
can be considered as agents that interact in an environment of distributed data
structures.

In recent years, insertion modeling has been applied to the development
of systems for the verification of requirements and specifications of distributed
interacting systems [2, 12, 19-21]. The system VRS, developed in order from Mo-
torola, has been successfully applied to verify the requirements and specifications
in the field of telecommunication systems, embedded systems, and real-time sys-
tems. A new insertion modeling system IMS [17], which is under development
in the Glushkov Institute of Cybernetics of the National Academy of Sciences
of Ukraine, is intended to extend the area of insertion modeling applications.
We found many common features of the tools used in software development area
based on formal methods and techniques used in biologically inspired cognitive
architectures. This gives us hope to introduce some new ideas to the development
of this subject domain.

This paper presents the main principals of insertion modeling and the con-
ception of cognitive architecture based on insertion modeling. To understand the
formal part of the paper reader must be familiar with the concepts of labeled
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transition system, bisimilarity and basic notions of general process theory. The
mathematical foundation of insertion modeling is presented in [18].

2 The Basic Principals

Insertion modeling deals with the construction of models and study the inter-
action of agents and environments in complex distributed multi-agent systems.
Informally, the basic principles of the paradigm of insertion modeling can be
formulated as follows.

1. The world is a hierarchy of environments and agents inserted into them.

2. Environments and agents are entities evolving in time.

3. Insertion of agent into environment changes the behavior of environment and
produces new environment which is in general ready for the insertion of new
agents.

4. Environments as agents can be inserted into higher level environment.

5. New agents can be inserted from external environment as well as from in-
ternal agents (environments).

6. Agents and environments can model another agents and environments on
the different levels of abstraction.

All these principles can be formalized in terms of transition systems, behavior
algebras, and insertion functions. This formalization can be used as high level
abstractions of biological entities needed for computer modeling of human mind.

The first and the second principals are commonly used in information mod-
elling of different kinds of systems, for example as in object oriented or agent
programming. They are also resembling to M. Minsky’s approach of the society
of mind [27].

The third principal is clear intuitively, but has a special refinement in inser-
tion modelling. We treat agents as transition systems with states considered up
to bisimilarity (or up to behavior, which is the same). The type of an agent is
the set of actions it can perform. The term action we use as a synonim of label
for transitions, and it can denote signals or messages to send, events in which an
agent can participate etc. This is the most general notion of agent which must
be distinguished from more special notions of autonomous or intellectual agents
in AL

Transition system consists of states and transitions that connect states. Tran-
sitions are labeled by actions (signals, events, instructions, statements etc.).
Transition systems are evolving in time changing their states, and actions are
observable symbolic structures used for communication. We use the well-known
notation s — s’ to express the fact that transition system can evolve from the
state s to s’ performing action a. Usually transition systems are nondeterministic
and there can be several transitions coming from the same state even labeled by
the same action. If we abstract from the structure of states and concentrate only
on (branching) sequences of observable actions we obtain the state equivalence
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called bisimilarity (originated from [28] and [24], exact definition can be found
in [18]). Bisimilar states generate the same behavior of transition systems.

Environment by definition is an agent that possesses the insertion function.
Given the state of environment s and the state of agent w, insertion function
computes the new state of environment which is denoted as s[u]. Note that we
consider states up to bisimilarity and if we have some representation of behaviors,
the behaviors of environment and agent can be used as states. The state s[u]
is a state of environment and we can use insertion function to insert a new
agent v into environment s[u] : (s[u])[v] = s[u,v]. Repeating this construction
we can obtain the state of environment s[uy, ug,...] with several agents inserted
into it. Insertion function can be considered as an operator over the states of
environment, and if the states are identified with behaviors, then the insertion
of a new agent changes the behavior of environment.

Environment is an agent with insertion function, so if we forget the inser-
tion function, then environment can be inserted as agent into a higher level
environment and we can obtain hierarchical structure like

3[81[?111,“12, .- -]31;32[U21;u227 .- ~]E27 .- ]E

Here notation sfui,us,...]p explicitly shows the environment E to which the
state s belongs (environment indexes can be omitted if they are known from the
context). This refines the fourth principle.

Environment is an agent which can be inserted into external environment
and having agents inserted into this environment. The evolution of agents can
be defined by the rules for transitions. The rules s[u] —— s[u,v] and s[t[u, v]] ——
s[t[u], v] can be used for the illustration of the 5-th principal.

We consider the creating and manipulation of the models of external and
internal environments as the main property of cognitive processes of intellectual
agent. Formalization of this property in terms of insertion modeling supports
the 6-th principal.

Cognitive architecture will be constructed as a multilevel insertion environ-
ment. Below we shall define the main kinds of blocks used for construction of
cognitive architecture. They are local description unites and insertion machines.

3 Multilevel Environments

To represent behaviors of transition systems we use behavior algebras (a kind of
process algebra). Behavior algebra is defined by the set of actions and the set
of behaviors (processes). It has two operations and termination constants. Op-
erations are prefixing a.u (a - action, u - behavior) and nondeterministic choice
u~+ v (u and v - behaviors). Termination constants are successful termination
A, deadlock 0, and undefined behavior L. It has also approximation relation C,
which is a partial order with minimal element 1|, and is used for constructing
a complete algebra with fixed point theorem. To define infinite behaviors we
use equations in behavior algebra. These equations have the form of recursive
definitions u; = F;(uy,ug,...),i =1,2,... and define left hand side functions as
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the components of a minimal fixed point. Left hand sides of these definitions can
depend on parameters u;(x) = F;(u,x) of different types. In complete behavior
algebra each behavior has a representation (normal form)

u = E a;.u; + &;

i€l

which is defined uniquely (up to commutativity and associativity of nondeter-
ministic choice), if all a;.u; are different (g, is a termination constant).

The type of environment is defined by two action sets: the set of environment
actions and the set of agent actions. The last defines the type of agents which
can be inserted into this environment: if the set of agent actions is included in
the set of agent actions of environment then this agent can be inserted into this
environment. This relation is called compatibility relation between agents and
environments (agent is compatible with environment if it can be inserted into
this environment). Multilevel environment is a family of environments with dis-
tinguished the most external environment. The compatibility relation on the set
of environments defines a directed graph and we demand for multilevel environ-
ment that the outermost environment would be reachable from any environment
of the family in this graph.

To define the insertion function for some environment it is sufficient to define
transition relation for all states of environment including states with inserted
agents. The common approach is to define behavior by means of rules. The
following is an example of such rule:

st p a,b,c
s[u] < s'[u) ( )

This rule can be interpreted as follows. Agent in the state u can make a transition
u % u'. Environment allows this transition if the predicate P(a, b, ¢) is true. This
rule defines behavior property of environment in some local neighborhood of the
state s[u]. So such a rule belongs to the class of local description units discussed
in the next section.

At a given moment of time an agent belongs (is inserted) to only one en-
vironment. But if the type of an agent is compatible with the type of another
environment it can move to this environment. Such a movements can be de-
scribed by the following types of rules:

moveup E ’
o

a P (E, F,u,moveup(E))

E[F[u, U], w] moveup(F—E)

E[F[v], ', w]
moving from internal to external environment;

movedn F
U —m—mm—U

] movedn(E—F) £ Py (E, F,u, movedn(F))
—

E[F[v],u, w Flu',v], w)
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moving from external environment to internal one;

moveto G,
E— V)

moveto(F—G) P3 (E, F7 u, moveto(F))
E——

E[Fu,v], Glw]] E[F[v], G[v/, w]]

moving to another environment on the same level. In all cases permitting con-
ditions must include the compatibility conditions for corresponding agents and
environments. The rules above define the property of a system called mobility
and underlies the calculus of mobile ambients of Luca Cardelli [5].

4 Local Description Units over Attribute Environments

A special type of environments is considered in cognitive architecture to have
a sufficiently rich language for the description of environment states properties.
These environments are called attribute environments. There are two kinds of
attribute environments — concrete and symbolic.

The state of concrete attribute environment is the valuation of attributes -
symbols that change their values while changing the state in time. Each attribute
has type (numeric, symbolic, enumerated, agent and behavior types, functional
types etc.). Some of functional and predicate symbols are interpreted symbols.
Now logic formulas can be used for the description of properties of agent or
environment states. We use the first order logic formulas as the basis that can
be extended by fuzzy logic, temporal logic etc.

The general form of local description unit is the following:

Ve(a(z,r) =< P(z,r) > B(z, 1)),

where z is a list of typed parameters, 7 is a list of attributes, a(x,r) and f(x,r)
are logic formulas, < P(x,r) > is a process - finite behavior of an environment.
Local descriptions can be considered as formulas of dynamic logic, or Hoare
triples, or productions - the most popular units of procedural memory in Al.
In any case they describe local dynamic properties of environment behavior:
for all possible values of parameters, if precondition is true then a process of a
local description unit can start and after successful termination of this process
a postcondition must be true.

The states of symbolic environment are formulas of basic logic language of
environment. Such formulas are abstractions of classes of concrete states. Each
symbolic state covers the set of concrete states and the traces generated by local
description units cover the sets of concrete traces.

Local description units are the main units of knowledge representation in cog-
nitive architecture. A set of local description units can be used for the definition
of transitions of environment. In this case they can be considered as procedural
knowledge units. Logic knowledge can be represented as environment with the
states representing the current knowledge, and the local description units cor-
responding to the rules of inference in corresponding calculus. Local description
units can be applied in forward and backward modes. Forward mode can be used
for the generating of new knowledge, backward mode — for answering queries.
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5 Insertion Machines

Another construction blocks for cognitive architecture are insertion machines
intended for implementation of insertion environments. The input of insertion
machine is the description of a multilevel environment (a model of an environ-
ment) and its initial state, an output depends on the goal that is put to machine.

Multilevel environments are represented in cognitive architecture by means
of environment descriptions for different levels and a set of local description
units for insertion functions. Environment description contains the signature of
environment that includes types of attributes, types of inserted agents, and also
the description of sets of environment and agent actions. Local description units
used for the definition of insertion function are organized as a knowledge base
with special data structures providing efficient access to the needed descriptions
and history of their use.

To implement multilevel environment different kinds of insertion machines
are used. But all of them have the general architecture represented on the Fig.1.
Three main components of insertion machine are model driver (MD), behavior

Episodic memory
2, 2 )

L ms || unf [ Intr [
T

T (_} MS the state of a model
Working MD model driver
Unf Unfolder
e Model Base l.lrl__t,r_ Interactor

Fig. 1. Architecture of Insertion Machine

unfolder (Unf), and interactor (Intr). Model driver is a component which con-
trols the machine traversal along the behavior tree of a model. The state of a
model is represented as a text in the input language of insertion machine and is
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considered as an algebraic expression. The input language includes the recursive
definitions of agent behaviors, the notation for insertion function, and possibly
some compositions for environment states. Before computing insertion function
the state of a system must be represented in the form s[uj,us,...]. This func-
tionality is performed by agent behavior unfolder. To make the movement, the
state of environment must be reduced to the normal form

Z a;.u; + €

il
where a; are actions, u; are environment states, € is a termination constant. This
functionality is performed by the module environment interactor. It computes
the insertion function calling recursively if it is necessary the agent behavior
unfolder.

Two kinds of insertion machines are distinguished: real time or interactive
and analytical insertion machines. The first ones are functioning in the real or
virtual environment, interacting with it in the real or virtual time. Analytical
machines intended for model analysis, investigation of its properties, solving
problems etc. The drivers for two kinds of machines correspondingly are also di-
vided into interactive and analytical drivers. Interactive driver after normalizing
the state of environment must select exactly one alternative and perform the
action specified as a prefix of this alternative. Insertion machine with interactive
driver operates as an agent inserted into external environment with insertion
function defining the laws of functioning of this environment. External environ-
ment, for example, can change a behavior prefix of insertion machine according
to their insertion function. Cognitive interactive driver has criteria of successful
functioning in external environment, it accumulates the information about its
past in episodic memory, develops the models of external environment, uses some
learning algorithms to improve the strategy of selecting actions and increase the
level of successful functioning. In addition it should have specialized tools for ex-
change the signals with external environment (for example, perception of visual
or acoustical information, space movement etc.).

Analytical insertion machine as opposed to interactive one can consider dif-
ferent variants of making decisions about performed actions, returning to choice
points (as in logic programming) and consider different paths in the behavior
tree of a model. The model of a system can include the model of external en-
vironment of this system, and the driver performance depends on the goals of
insertion machine. In the general case analytical machine solves the problems by
search of states, having the corresponding properties (goal states) or states in
which given safety properties are violated. The external environment for inser-
tion machine can be represented by a user who interacts with insertion machine,
sets problems, and controls the activity of insertion machine. Analytical machine
enriched by logic and deductive tools are used for generating traces of symbolic
models of systems. The state of symbolic model is represented by means of prop-
erties of the values of attributes rather than their concrete values.

Insertion machine with separated external environment interface can be im-
plemented as a transition system with hidden structure that separates the kernel
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environment state and the states of inserted agents. Such implementation can
be more efficient and can be constructed using partial computations or other
specialization and optimization programming tools.

6 Cognitive Architecture

Like well-known cognitive architectures such as Soar [14], ACT-R [1] or many
other from the list of BICA society [29] insertion cognitive architecture ICAR
is an environment for construction of cognitive agents. The main blocks of this
architecture are local description units, agents, represented by their behaviors,
and insertion machines. Building blocks are collected in memory units that have
structures of knowledge bases or associative memories.

On the abstract level ICAR has the same architecture as cognitive agents that
can be created in it. From this point of view it can be considered as an intellectual
assistant for user who interacts with ICAR in the process of creating cognitive
agents. The general architecture of cognitive agent of ICAR is represented on
Fig.2.

==

Self level
—
Humor, concentration,...

Estimation mechanisms .
Goal selection and decision Planing

making -[
%ﬁ; Implementing plans

| ___ %‘ % % Actions
-

abstraction levels

Language and
| images

Fig. 2. Insertion cognitive architecture

In general cognitive agent is constructed as a real time multilevel insertion
machine which realizes itself as a highest level internal environment. As an agent,
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this machine is inserted in its external environment and has the means to interact
with it. This external environment includes a user and objects of external (real
or virtual) world to which agent has access.

One or several self-models can be inserted into the internal environment of
cognitive agent to be used when interacting with external environment or making
decisions and planning future activities. An agent has an estimation mechanism
to evaluate the success of its behavior. This mechanism is realized in the form
of a special agent that can observe the interaction of a system with external
environment and make estimation according to some criteria. These criteria can
be predefined initially and evolves in the future according to obtained experience.
The main goal of a system is achieving maximum success repeated.

The self-models of cognitive agent are created and developed together with
the models of external environment. If the external environment contains other
agents, they can be modeled by internal environment which creates correspond-
ing machines and interprets those machines using corresponding drivers, com-
paring the behaviors of models and external agents. All these models are evolving
and developing in the process of accumulating the experience in interaction with
the external world.

Some mechanisms that model emotional or psychological features (humor and
concentration, pleasure and anger, etc.) can be implemented at higher levels of
cognitive strucure. The mechanisms of decision making, planning and executing
plans are also at higher levels.

The main part of cognitive structure is the base of models describing the
history of cognitive agent functioning at different levels of abstraction. The in-
terface with external world provides language (symbolic) communication and
image processing. All interaction histories are processed in the working memory
of the self-level insertion machines and then transferred to the appropriate levels
of a model base.

The model base is always active. The analytical insertion machines which
control and manage the structure of model base are always busy with searching
solution of problems and performing tasks with ansatisfactory answers, or cre-
ating new models. All this activity models subconcious levels of cognition and
time-to-time interact with the higher levels of cognitive structure. Independent
levels of cognitive structure are working in parallel.

The hierarchy of environments of cognitive agent in some sense are similar
to six layers of neocortex. Moving from low levels to higher ones the levels of
abstraction are increased and used more and more abstract symbolic models.
How to create such models is a big challenge and we are working on it now.

Cognitive analytical insertion machines of ICAR are used by cognitive agents
to learn their models and their interaction with external environment to solve
problems better, accepts user helps as a teacher and teach user how to interact
better with ICAR. General learning mechanisms are the parts of model drivers
of different types.
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Conclusions

The description of cognitive architecture in the last section is a very tentative
reflection of our far goals. The nearer goals include the further development
of our system of proving pogram correctness [22], communication in natural
language, and living in virtual reality. As a zero approximation of ICAR the
insertion modeling system [17] is used.
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Abstract. This paper continues the papers series concerned with au-
thors’ research of quantum information processing systems based on the
formal model of abstract quantum automata. The previous papers of the
series were focused on mathematical modelling of quantum information
processing systems. This paper describes the core components of infor-
mation technology for studying the systems by computer simulation. A
domain model and a behavioural model of the wireframe for simulat-
ing quantum information processing system are presented in the paper.
The language ” AQuanAut” for description abstract quantum automata
is specified. The problems encountered during the realizing of the wire-
frame model are discussed.
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1 Introduction

Necessity to increase processing power for computational devices, traffic capac-
ity and security level for communication channels leads to new challenges in the
fields of Information and Communication Technology (ICT). Nowadays quantum
informatics is considered as an approach to meet the challenges. The research
in the area of quantum informatics uses knowledge in the fields of mathematics,
physics, and computer science. So, the corresponding research technique covers
the wide variety of methods including both theoretical developments and ex-
perimental investigations. We should note that quantum experiments are quite
difficult and expensive for accomplishing. Therefore, the problem to simulate
such experiments arises naturally.
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This paper describes an attempt to construct the wireframe model for sim-
ulating quantum information processing systems basing on the notion of an ab-
stract quantum automaton [1,2]. Taking in account that majority of specialists
in computer science are not familiar with the notation and concepts of quan-
tum informatics in detail authors have tried to provide maximal presentation
completeness for the notation and basic concepts. As needed, one can use [5] for
more deep acquaintance with problems and methods of quantum informatics.

2 Brief Survey of Physical Grounds and Mathematical
Models

In the section the description of mathematical model for quantum information
processing systems in the terms of abstract quantum automata and physical
grounds for the model are given.

At the highest abstraction level an abstract quantum automaton can be
considered as a two-component hybrid quantum-classical system 2A(Q, 7). The
quantum component Q of the system functions as a memory and the classical
component 7 of the system implements an information process control. Interac-
tions between the classical control component and the quantum memory sustain
the integrity of the system.

Now let’s suppose satisfiability a number of properties for systems Q and 7.

Assumption 1 The quantum memory Q is an m-level quantum system.

It means that an m-dimensional Hilbert space H,, is associated with the quan-
tum memory. This space is known as the state space. The memory is completely
described by its pure state, which is a one-dimensional subspace of the state
space. This subspace is uniquely represented by the ortho-projector |¢)(1| on
the unit vector |¢)) which generates the subspace.

In contrast to pure states mixed states are used to describe memory whose
state is not completely known. Rather more detailed suppose we know that a
memory is in one of a number of states {|vg)(Yx| : k=1,...,s} with respective
probabilities {px: k = 1,...,s}. We shall call {p, |vg)(¥x] : k=1,...,s} an
ensemble of pure states. The density operator for the system is defined by the
equation p = 374y Pk [vi) (k.

Mixed states are identified with density operators. The statement that pure
states are described by one-dimensional ortho-projectors allows to consider pure
states as indecomposable states.

Assumption 2 The control system T is a deterministic labelled transition sys-
tem.

It means that 7 is a tuple (C, ny, T, A, §, Trans, dom, codom, \) where

— (' is a finite set of computational nodes;
— ny is some element of C, which is called the initial node;
— T is a finite set of terminal nodes such that C NT = §;
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— A is a finite alphabet of possible outcomes;

— f# is some picked outcome in A;

— Trans is a finite set of transitions;

— dom : Trans — C maps each transition into the node, which is source of
this transition;

— codom : Trans — N maps each transition into the node, which is sink of
this transition, where N = C' U T

— A is a map from Trans onto A.

The following conditions should be satisfied for this tuple

determinacy: for any 7,77 € Trans equalities dom(7’) = dom(7”) and
A7) = A7) imply 7 = 7";

default label: for any 7 € Trans the equality A\(7) = f# is equivalent to
dom ™ (dom(7)) = {7};

reachability: for any n € N there exists a finite sequence 7,...,7x € Trans
such that dom(7;) = n., codom(r;) = n, and for all j = 1,...,k — 1 the
following equality codom(r;) = dom(7;41) is true.

Assumption 3 A snapshot of an abstract quantum automaton is completely
described by the pair |1),n, where |¢) € Hn, is a unit vector represented the
current memory state and n € N is some node of the control system.

Assumption 4 FEach interaction between the memory and the control system is
a pair consisting of a memory state transformation and a jump from one node
to another: |¢),n = |¢'),n'. This jump should be determined by a transition: if
[),n b '), n' then there exists the unique transition T € Trans realizing the
Jump, i.e. dom(7) = n and codom(7) = n'. Such interactions are called quantum
actions.

Assump. 4 does not determine any algorithm for performing quantum actions.
The next assumption describes explicitly such an algorithm for removing this
defect. This description uses the notion of a generating isometric operator for
quantum actions. The notion has introduced and studied in detail in [1].

Assumption 5 The quantum action associated with a computational node n
is described by its generating isometric operator Wy, : H,, @ [>(Out,), where
Out, = A(dom™"(n)). This operator determines the interaction |),n - |¢'),n’
by using the following procedure:

1. select randomly the label a € Out, in accordance with the probability distri-
bution

Pr(a | ¢) = (YW, (1 & |a)(a])Wa|t), (1)

where W,I is the adjoint operator to the operator W, |a)(-) = 6(a,-), and
5(-,-) is Kronecker delta;
2. determine the transition T € Trans such that A(7) = a and dom(7) = n;
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3. compute the pair |¢'),n’ by the following formulae

no_ J(G)TWn|w> 9
vy = L) ®
n’ = codom(7) (3)

where the isometric operator J(a) acts from Hy, into Hy, @ 12(A) in compli-
ance with the next formula J(a)|¢) = |¢) ® |a).

Thus, a trajectory of an abstract quantum automaton can be define as a sequence

of interactions |¢g), ns F |¢1),n1 F -+ F |¢y), ny, where n; is a terminal node.
The corresponding sequence of labels A(71)A(72) ... A(7¢—1) such that dom(r) =
n, and dom(r;) = n;, codom(r;) = nj41, where j = 1,...,t — 1, will be called

an automaton trace. Stress that only an automaton trace is an observed part of
the automaton trajectory.

3 Description of Simulation Wireframe Model

In the paper the Unified Modelling Language (UML) [6, 7] is used for specifying
different details of quantum information processing systems. Object Constraint
Language (OCL) expressions [3] are added to UML diagrams to describe a model
precisely.

Describing the simulation wireframe model of abstract quantum automata
we start with a specification of their composite structure (see Fig. 1). The com-
ponent memory describes the quantum memory (the finite-level quantum system
Q) and the component control is a model for the classical control system T.

The structural units of the component control describe three kinds of its
constituents: nodes (N), transitions (Trans), and labels (A).

More ample description of an abstract quantum automaton structure is de-
scribed by domain model (see Fig. 2). As it is shown in Fig. 2 the set of nodes
is divided into two subsets of nodes: the subset of computational nodes and the
subset of terminal nodes.

Computational nodes have two differences from the terminal nodes. Firstly,
some quantum action is associated with each computational node in contrast to
a terminal node. Secondly, a computational node has as minima one outgoing
transition, whereas each terminal node has not any outgoing transition.

Properties of the control system for an abstract quantum automaton is set
by Assump. 2. The static instance default of the class Label encapsulated into
this class represents the specific label (so called the default label) for transitions
that are determined uniquely by their sources and sinks. Existence of the default
label is grounded by the ”default label” condition. The determinacy condition
of the control system can be described by the next constraint

context Transition inv: determinacy
Transition::allInstances()->forAl1(tl, t2: Transition |
tl.dom = t2.dom and tl.tag = t2.tag implies
tl.codom = t2.codom)



22 M. Alobaidi, A. Batyiv and G. Zholtkevych

AQAutomaton

control : TSystem

nodes : Node[2..*]

: Transition[1.

#]

: Label[1..¥]

memory : QSystem

Fig. 1. Composite structure of an abstract quantum automaton

class Domain model)
owner AQAutomaton owner
—@® title:String{id} @ ————
1 {memoryDim:Integer{readOnly, dim>1} |1
1 control | 1
7@ TSystem owner
—————— @
owner 1
1{/labels 1
current
«data structure» 1
_ Label | _«use» .
I' “lid:Integer{id} codom Node 2..
: caption:String{unique} id:Integer{id}| nodes
: /:\ tag 1. *|transitions ! ?
I .
<<Lse>> «instapceOf» ' Tran5|tlor1 |
I 1 defau: id:Integer{id} TerminalNode
! - *loutlet
| :Label
: id:Integer="0"
| |caption:String="default"
I 1]|dom
: ComputationalNode ~
: 1y action
—— - QSystem 1 QAction
1 | state:Dirac::KetVector /interact V:Dirac::Isometry
memory

Fig. 2. Abstract quantum automaton domain model
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Sustaining an interaction between the memory and the control system requires
visibility of the component memory from the current computational node of the
control system and vice versa. The derived association interact is intended to
solve this task.

—-— The definition of the association ’interact’
context ComputationalNode -- view from the control system
def: interact: QSystem =
self.current.owner.memory
context QSystem -- view from the memory
def: interact: ComputationalNode =
self.owner.control.current

The generalized model of an abstract quantum automaton behaviour is pre-
sented in Fig. 3.

This model specifies the behaviour of an abstract quantum automaton in
compliance with [2, Def. 11]. The corresponding mathematical representation of
all dynamical aspects for the interaction of automaton components are collected
in Assump. 5.

The solution to use two concurrent threads for realizing the evolution of an
automaton makes possibility to interrupt a simulation process. Necessity of the
possibility has been established in the course of testing a trial implementation
of the wireframe.

Initialization of an automaton is realized by the methods TSystem: :reset ()
and QSystem: :set(state:Dirac: :KetVector).

The method QSystem::step(action: QAction) implements a quantum
character of the behaviour for the automaton. Detailed specification of the
method is shown in Fig. 4. Each performance of this methods leads to changing
the current computational node. Directly, changing of the current computational
node is effected by the method TSystem: : setCurrent (outcome:Label) speci-
fied by the next constraint

-— The rule for changing the current node
context TSystem::setCurrent(outcome:Label)
post: control =
control@pre.transitions->any(tag = outcome).codom

This rule corresponds to Assump. 4 and formula (3) of Assump. 5.

The interaction shown in Fig. 4 implements one automaton jump (see As-
sump. 4).

Two methods of the class QSystem (selectOutcomes(action:QAction) and
getDistr(outs:Label[1..*],action:QAction))are used for building the prob-
ability distribution associated with the current memory state and the current
action. Formula (1) of Assump. 5 is used to calculate this distribution.

Selection of one of the possible outcomes is effected by using the standard
generator of random real numbers uniformly distributed in the segment [0, 1].

Finally, formula (2) of Assump. 5 is applied to calculate new memory state
under condition that outcome of the action is known.
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sd Simulation J
|mode|: AQAutomatonl |model.contro|: TSysteml |model.memory: QSysteml
par I | |
run(state) I I I
1 t ! |
> reset() current:= Label.default :
|
haltFlag:= false |
|
- |
N ' set(state) !
I ﬁ
<____t__t(_)____: ____________
star ]
| !
Ioop) [not haltFlag] I
step(current.action)' !
<__wmwm____lJ
setCurrent(outcome) |
|
|
haltFlag:= haltFlag or !
current.ocIIsType(Termi+a|Node)
|
|
<-—-—-—- - T get() !
I
|
state - — - State_ F—————————— j:::l
o el e I e
abort() : : |
|
abort() haltFlag:= true I
|
P |
T ] ]
| | |

Fig. 3. Abstract quantum automaton behavioural model: interaction of components
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sd Step J

|mem0ry: QSysteml | roulette: RandGenerator

R |
step(action)
—————— P outsi= selectOutcomes(action)

.

distr:=getDistr(outs,action)

setRand(distr)

<

getOutcome()
e outcome_ _ _I:]
transform(outcome,action)

]

Fig. 4. Abstract quantum automaton behavioural model: step interaction

The label outcome returned by the method step(QAction:action) is used
for changing the current node as it was discussed above.

4 Language ” AQuanAut” for Specifying Abstract
Quantum Automata

Language " AQuanAut” is a specification language for describing abstract quan-
tum automata. Each AQuanAut-specification presents the description for the
corresponding abstract quantum automaton. This description should be provide
sufficient data to build the programmed simulator for investigating the described
automaton. For example, authors used these description as input data for Java-
application, which is a builder of abstract quantum automaton Java-simulators.

Syntax of language ”AQuanAut” is below presented by use of Extended
Backus - Naur Form [4].

The start symbol of " AQuanAut” grammar is denoted by specification in
the paper. It is defined by the next rule, which fixes two-component structure
of an abstract quantum automaton:

specification =
’automaton’, WS, identifier, EOL,
’control:’, EOL, control specification,
’actions (memory levels number = ’, levels number,
’):’, EOL, action specification,
end’ ;
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levels number = ? number of quantum memory levels 7;

The meta-identifier identifier denotes unique names of specifying objects and
it is used for naming automata in the previous rule. It is defined by the following
way:

letter = 7 all upper-case and lower-case Latin letters 7;
digit = 7 all decimal digits 7;
identifier = letter, {letter | digit};

The meta-identifiers WS and EOL are described two kinds of delimiters. They are
determined by the following rules:

WS = 7 all white space characters 7;
EOL = ? control sequence "new line" 7;

The next rules are used to define the meta-identifier control specification.

control specification =
entry node specification,
node specification, {node specification};
entry node specification = ’entry’, WS, node specification;

The meta-identifier node specification is the main linguistic unit to specify
the control system of an automaton. Each node is described by its identifier and
by its outgoing transition list.

node specification =

identifier, ’(’, transition list, ’)’, EOL;
transition list =

transition specification,

{’,’, WS, transition specification};

Each transition 7 is described by its label A(7) and its sink node codom(7).
transition specification = label, ’:’, WS, identifier;

Any identifier or the special symbol ”#” can be used as a label. Note that the
special symbol is used as the label ”default” for nodes, which have only one
outgoing transition.

label = ’#’ | identifier;

Now let’s consider the last part of an automaton description, which is deter-
mined by the meta-identifier action specification.

Note that to determine an operator on a Hilbert space H,, it is sufficient to
specify its action on vectors from an ortho-normal basis, for example, |0),...,
|m — 1). So, we should specify vectors [£29),..., |2y _1) from H,, @ I?(A). The
number of memory levels m determined by the meta-identifier levels number
(see the rule for definition the meta-identifier specification above).

Thus, the meta-identifier action specificationis defined by the next way:
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action specification =
identifier, ’:’, action, EOL,
{identifier, ’:’, action, EOL};

In this rule the meta-identifier identifier refers on a node identifier.

action =
’[>, {index, ’:’, WS, ’S(’, product-vector, ’)’, ’,’},
index, ’:’, WS, ’S(’, product-vector, ’)’, ’]1’;

index = ? index of basis vector 7;

The meta-identifier product-vector is used for denoting the sum of elementary
tensors, which corresponds to the image of the basis vector with index index.

product-vector =

{index, ’:’, ’|’, functiom, ’>’, ’,’},

index, ’:’, ’|’, function, ’>’;
function = {label, ’:’, complex, ’,’}, label, ’:’ complex;
complex = real | ’I’, ’%’, real | real ’+’, ’I’, ’%’, real;
real = 7 real number 7;

Example 1. As example let’s describe an automaton, which set a qubit in the
state |0). Mathematical model for this automaton was described in [1,2].

automaton QubitCleaner
control:
entry measure(VO: exit, V1i: flip)
flip(#: exit)
actions (memory levels number = 2):
measure: [0: S(0: |VO: 1>), 1: S(1: |V1i: 1>)]
flip: [0: S(1: |#: 1>), 1: S(0: |#: 1>)]
end

5 Trial Implementation of the Wireframe Model

Trial implementation of the model described above was performed by the authors
and a group of Master students at the Department of Theoretical and Applied
Computer Science at the V.N. Karazin Kharkiv National University.

As an implementation language was chosen language Java. This choice was
due to the presence of a convenient free tool for rapidly develop compilers for
Domain Specific Languages (ANTLR, see [8]) and a wide variety of free libraries
for matrix calculations.

Table 1 shows libraries for matrix calculations, which were analysed in the
process of working on the trial implementation.

Michael Thomas Flanagan Java Scientific Library was chosen for the trial
implementation. This decision is grounded by the following constraints:
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Table 1. Libraries for matrix calculations

Library Name

Library Location

COLT

http://acs.Ibl.gov /software/colt/

Efficient Java Matrix
Library (EJML)

http://code.google.com/efficient-java-matrix-library/

Java Matrix Library

http://jmatrices.sourceforge.net/index.html

Java Matrix Package
(JAMA)

http://math.nist.gov/javanumerics/jama/

Michael Thomas Flanagan’s
Java Scientific Library

http://www.ee.ucl.ac.uk/ mflanaga/java/index.html

Universal Java Matrix
Package

http://www.ujmp.org/

— the library should cover all matrix operations used under modelling abstract

quantum automata;

— the library should provide interoperability with the library MPJ Express,
which is an implementation of an MPI-like API used to write parallel Java
applications for executing on a variety of parallel platforms ranging from
multi-core processors to computing clusters/clouds [9].

The trial implementation of the wireframe model has revealed several prob-

lems, that need to be addressed:

1. processing time required to execute every step of quantum automaton has

the exponential growth. Using parallel processing and grid computing can
be considered as possible future solutions;

. limited precision of computer processor may produce errors in the model of
intermediate quantum memory states. Accumulation of these errors can be
destroy correctness of physical postulates mapping. Application of symbolic
computations can be considered as a possible future solution.

6 Conclusion

Summarising the above we can conclude:

— simulation wireframe model for studying quantum information processing
systems is presented in the paper. This model is based on the notion of an
abstract quantum automaton;

— the trial implementation of the wireframe model has performed. The real-
ization detects a series of problems, which are described above;
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— description language for quantum automaton ” AQuanAut” has been deve-
loped.

Our nearest objective is re-engineering of the model to implement it basing on
computing environment for high-performance computing and grid systems.
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Abstract. In this work a three-level control system for the vacuum-plasma sys-
tem with the ion source based on high-frequency induction discharge architec-
ture is described. The system is built on smart sensors and specially designed
for operation in high EMI programmable logic controllers (PLCs) in the middle
hierarchical level. The structure of PLC and the algorithms of the system are
presented. Results of comparative simulation of classical management system
and created one, as well as the results of the system applying to obtain beams of
positive and negative ions and beams neutralized particles are reported.

Keywords. Programmable logic controller (PLC), control system, plasma tech-
nology, empirical model
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System, Integration, Process

1 Introduction

Ion beams are an effective means of the surface treatment. Their application can be
found in the industry of the integrated circuits manufacturing, as well as for research
purposes as a powerful tool of micro-and nanoscale structures synthesis. However,
during the materials treatment by ion beams due to effects of similar charges repul-
sion and the charge accumulation near the processed surface, defects are formed in
the form of islet unetched films and vice versa — side etches. There are unwanted and
unpredictable changes in the structure of the processed sample that can irreversibly
change the characteristics of the ware [1]. There are several methods of excluding or
compensating the charge accumulation. One of the most promising technique that can
increase the rate of applicable products during plasma-beam processing is alternately
etching by pulsed beams of ions of different signs and etching by high-energy beams
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of neutral atoms, where the particle charge is neutralized by the ion beam away from
the treated sample [2], [3], [4].

Short times and complex algorithms that should be taken into account during these
experiments do not allow the operator to process without the use of modern computer
automation systems that work using a process model. Therefore, the aim of this work
was to create the intellectual management and control system, that will meet the re-
quirements of operating conditions of the pulsed plasma-process plant for etching and
micro- and nanostructures formation. An urgent task today is to build a system capa-
ble of independently analysis of historical data, and using them to provide the process
control. Seeing the specifics of the pulsed plasma-ion process system must ensure the
fastest possible response to the effects of interference that is impossible with the use
of information-analytical systems (IAS) based on the classical scheme and used for
the slower process.

2 The Use of Programmable Logic Controllers in Control
Systems

Programmable logic controllers (PLCs) are widely used in such control systems as
industrial automation and automation of scientific research. They provide signifi-
cantly higher reliability than personal computers, and the same flexibility of working.

Difficulties with changes in the operation make popular today microcontroller sys-

tems as not sufficient automation tool.

In order to improve the efficiency of the system it was proposed to build the hard-
ware using three-tier architecture, as it shown in Fig. 1. The lower level consists of
intelligent sensors and control elements, which control the PLC work.

PLCs have a much greater speed and are responsible for getting data from sensors,
filtering, formation of data packets and for communicating with the control centre,
created on the basis of a personal computer.

Algorithmic work of such system can be represented as follows:

1. Information about physical parameters, obtained by sensors, after conversion into
digital codes enters with the corresponding interface to the programmable logic
controller.

2. PLC forms an information packet, transmits the received information to the manag-
ing node (in our case, the system arbiter).

3. The central node addresses for the data needed to the historical data storage, ana-
lyzes them and, if necessary, generate management command. Information re-
ceived from the PLC is also stored in the repository for further analysis.

4. This control command is received with the PLC, which transmits it to the appropri-
ate control element.

This design exceeds the performance of classical one, because: first, damaged or
incorrect data can be filtered by a PLC, and second, the PLC data is transferred using
an optimum package format.

Modern PLC consists of three main parts:

e PLC processor module
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¢ /O modules
e Programming mechanism

Typically, these parts are combined with the use of crates on a physical level and a
number of tires on the logical one.

Despite the structural similarity of the PLC with the PC, the PLC must have some
specific characteristics. For the experiments, and automation systems building using
PLC, they should be able to work under different, sometimes very hard conditions,
ensuring high availability.

Experimental plant for the
ions and neutral particles,

obtaining
Fy
v
s Control
Brisors elements
'y Fy
A 4 A 4
| PLC
System PN Storage
arbiter A system

Fig. 1. The structure of the nodes communication using PLC

In the development of the PLC as a system bus selection was made from a list of
the most popular, fully standardized well studied buses. The choice was made in fa-
vour of bus VMEDbus [5].

By using this bus is possible to build scalable systems, where it can be increased
both the number of modules that are responsible for input/output, and the number of
processor modules, that makes it possible to distribute the control program in the case
of its complexity.

Block diagram of the created PLC is shown in Fig. 2. As a PLC’s control processor
it has been selected 32-bit microcontroller AT91SAMY7S from Atmel.

3 The Model Used

To provide a control on a given algorithm of complex technological processes, that
includes the induction plasma source management, it is necessary to develop a model
of the process. The best way to obtain it is to process the results of passive experiment
that are stored in specially designed storage that provides quick access to historical
data. After receiving the necessary amount of experimental data and the model crea-
tion, the control system can proceed in an active phase, i.e. manage the process.
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Fig. 2. PLC Block diagram

To construct the control system it was decided to use the model of the 5Sth class by

Shantikumar [6]. In the proposed model, various simulation results for different initial
conditions are used. In addition, on the basis of these results analytical model is gen-
erated. It is possible to identify the following properties of the model:

Simulation model is used to determine the relationship between variable parame-
ters and target factor

An analytical model is a generalization of the results of various simulations; such
systems are more accurate, than the solutions obtained only by using theoretical
calculations, since they are based on multiple real data

After receiving the analytical solution, which is not changing under the new simu-
lations, this model can be used in the process control system to predict its results
for the given parameters and, hence, it provides accurate information for quick de-
cision-making [7]

The proposed class of models of simulation plays an important role in the investi-

gation of the system behaviour. The results are used to derive analytical models to
predict system performance. There may be a situation when the analytical model
without simplifications can not be created, and the approximate model is not suffi-
ciently accurate. Thus, models of this class are applicable in the cases:

When the correlation between the target factor and the system parameters is not
known that makes the analytical model is very difficult to develop, in this case,
when analytical models are very expensive, unreliable or impractical, simulation
can help in understanding the relationships between all factors that makes it possi-
ble to develop an analytical model

In many practical problems the useful signal is often superimposed with lot of
noise, which is almost impossible to take into account, simulation allows to inves-
tigate the behaviour of dynamic systems and to identify key parameters for evalua-
tion, so that these parameters are then included in the analytical model

The process of a given class model constructing was described in [8]. As a result of

simulation data processing system receives a functional relationship between the ex-
periment factors and coefficients of these relationships. To find a list of dependencies
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there has been used a list of 34 functions [9], that is sufficient to describe the most of
physical processes.

4 Simulation of the Control System

During the system development phase to select the most efficient architecture of its
work simulation was carried out. At the same time a number of software products
used to data networks simulating was observed.

e OPNET and NetSim++ — graphical network modelling environment;

e SMURPH (University of Alberta) and Ptolemy (Berkeley) use an eclectic language
for describing data lines;

e OMNet++ that uses its own language to describe the architecture that is then trans-
lated by the pre-processor to standard C++.

The choice was made in favour of the last instrument, as being open, easy embed-
dable in third-party software products and having multiple trusted code in its compo-
sition.

OMNet++ is not a programming language — it’s just a class library for the simula-
tion. These classes are: modules, gateways, connections, settings, reports, histograms,
assemblers, precision registers, etc.

First of all, it was composed a system model, built using “common bus” architec-
ture with a central arbitration. The algorithm works as follows: arbiter sends a request
to the sensors. The intensity of the queries depends on the particular sensor. The re-
quest is broadcast, thus it contains the sensor’s address. Sensor, recognizing the ad-
dress, sends the data back. The size of datagram is also dependent on the sensor’s

type.

The appearance of the simulation software modelling the system is shown Figure 3
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To simulate the operation using the PLC part of the terminal devices was con-
nected to an intermediate device, which operates as a PLC. The appearance of the
resulting system in the program OMNet presented in Figure 3 (b).

Time and composition of each message sent and received is saved in a special vec-
tor file, that is then processed to obtain statistical information. As a result, basing on
multiple system runs and changing the parameters such as: number of devices, data
rate, processing time, etc. it was found that the use of PLC increases the productivity
of an average of 1.5 times. Figure 4 shows the number of posts at different loads on
the media for the cases of classical architecture and the use of the PLC. The fact that
the use of OMNet++ allows programming in C++, made it possible to produce a bust
of the parameters automatically.
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Fig. 4. Dependence of the sent messages number from the bus bandwidth

5 The Results of the Developed System Application

Concrete implementation of information management system was worked out for the
experimental setup of vacuum-plasma nanostructures etching, schematically depicted
in Figure 5 [10].

The vacuum chamber is a cylindrical volume of diameter 600 mm and length
800 mm. On the side flange of the chamber it was mounted an RF ion source based on
the inductive discharge. With the ions extracted passage through the electrode system
the beam of desired particle charge or neutral particles is formed. In front of the
source a quadrupole mass spectrometer with an integrated energy analyzer with a
resolution of 0.1 eV mounted. Plasma excitation is done with an inductor connected to
the RF generator operating at a frequency of 13.56 MHz.

The management system’s task was a search for optimal etching parameters and
the stabilization of these parameters to ensure the repeatability of the experiment, as
well as to change the programmable modes of control elements.

Modes of RF discharge source and power blocs forming voltages on the beam ex-
traction system are controlled by PLC, that uses the internal bus commands to control
elements, responsible for setting the pulse’s amplitude, polarity, duration and duty
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cycle. PLC via USB 2.0 was connected to the computer where the accumulation of
experimental data and the search for functional relationships between them was done.
The system supports the operator control mode and independent search of optimal
parameters for this type of beams and maintains these parameters constant. The user
interface and the corresponding signals taken from the outputs of power blocks are

shown in Figure 6.
"
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—— MMS

Fig. 5. Structural diagram of the setup for nanostructures etching. VC — vacuum chamber for
ion-plasma treatment, QMS — quadrupole mass spectrometer with energy analyzer, RFS — RF
source, AD — agreement device, PB — power blocks IND — inductor, G1-3 tree-grade electrode
system, GIS — gas inlet system, MMS — microcontroller management system.
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6 Conclusion

Three-level information management system of vacuum-plasma system with the ion
source based on high-frequency induction discharge is designed to produce beams of
positive and negative ions and neutralized beam of particles used in the nanostruc-
tures etching. On the middle hierarchical level of the system there are specially de-
signed programmable logic controllers based on a 32-bit microcontroller from Atmel
ATI91SAMTS, that have increased noise immunity characterized, advanced comput-
ing power and optimal capacity for a given task. PLCs make the primary information
processing and greatly accelerate the process of information exchange, particularly at
high pulse loads.

Despite the overall effectiveness of the method of constructing process models to
manage them based on statistical data accumulated, in practice, large amounts of data
to process and requirements for high-speed make this method not always usable.
Therefore, the task of modelling and process control between the main control
mechanism and the PLC allocation is important.

Testing of the system to manage the real process has shown its efficiency and al-
lowed to obtain an adequate empirical model of the controlled ion source based on
high-frequency discharge from tree-grades control.
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Abstract. An approach to program design and synthesis using algebra-
algorithmic specifications and rewriting rules techniques is proposed. An alge-
bra-algorithmic toolkit based on the approach allows building syntactically cor-
rect and easy-to-understand algorithm specifications. The term rewriting system
supplements the algebra-algorithmic toolkit with facilities for transformation of
the sequential and parallel algorithms, enabling their improvement.
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1 Introduction

Nowadays uniprocessor systems are almost fully forced out by multiprocessor ones,
as the latter allow getting the considerable increase of productivity of programs. Thus,
the need of program parallelization arises [10]. There are libraries, such as pthreads,
OpenMP, TBB and others [1], allowing developers to write parallel programs. Using
these libraries a programmer manually divides code into independent sections, de-
scribes data exchange and synchronization between them. However, such method has
substantial defects, in particular, related to committing of errors into program code
and a time required for parallelization and debugging. Therefore, the parallelization
process has to be automatized as much as possible, and in an ideal, should be carried
out fully automatically, without participation of a programmer.

This paper continues our research on automation of process of designing and de-
velopment of efficient parallel programs, started in [2], [9], [10], [11]. Our approach
is based on usage of Integrated toolkit for Designing and Synthesis of programs (IDS)
[2], [19]. The process of algorithm designing in IDS consists in the composition of
reusable algorithmic components (language operations, basic operators and predi-
cates), represented in Systems of Algorithmic Algebras (SAA) [2], [9], [19]. We used
IDS for generation of sequential and parallel programs in Java and C++ on the basis
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of high-level algorithm specifications (schemes). To automate the transformations of
algorithms and programs we use term rewriting system Termware [8], [11]. The nov-
elty of this paper is 1) adjusting IDS to generate parallel code in Cilk++ language,
which is an extension to the C and C++ programming languages, designed for multi-
threaded parallel computing [7] and 2) closer integration between IDS and Termware
systems. The approach is illustrated on a recursive sorting algorithm (quick sort).

The problem of automated synthesis of program code from specifications has been
studied extensively and many approaches have been proposed [13], [14]. Important
aspects of program synthesis include 1) format of inputs (specifications), 2) methods
for supporting concrete subject domains and 3) techniques for implementing trans-
formation from specifications to output program code (these aspects roughly corre-
spond to 3 dimensions of program synthesis discussed in [14]). For input specifica-
tion, a popular option is using domain-specific languages (DSLs) [4], [17] that allow
capturing requirements of subject domain. Other options include graphical modeling
languages [5], [17], formal specification languages [16], ontologies [6] and algebraic
specifications [3]. Using such formalisms enables analysis and verification of specifi-
cations and generated code. There are also approaches that provide specification not
of program or algorithm, but of problem to be solved, in form of functional and non-
functional constraints [18], examples of input/output pairs [15], or natural language
descriptions [14].

Another crucial aspect of program synthesis is specialization for subject domain.
Some approaches are restricted to a single domain, such as statistical data analysis
[12] or mobile application development [17]; others provide facilities for changing
domain-specific parts, by using ontological descriptions [6], grammars [16], or by
providing generic framework that is complemented by domain-specific tools [18].

Finally, an important aspect is transformation from input specification into source
code in a target language. A transformation algorithm can be hand-coded [12], but it
reduces flexibility of system. Therefore, transformation is often described in a de-
clarative form, such as rewriting rules [16], visualized graph transformations [17],
code templates [6]. More complex approaches require searching the space of possible
programs [18], possibly using genetic programming or machine learning approaches
[14]. In [4], partial synthesis is proposed: generic parts of application are generated,
and then completed with specific details manually.

In comparison, our approach uses algebraic specifications, based on Glushkov al-
gebra of algorithms [2], but they can be represented in three equivalent forms: alge-
braic (formal language), natural-linguistic and graphical, therefore simplifying under-
standing of specifications and facilitating achievement of demanded program quality.
Another advantage of IDS is a method of interactive design of syntactically correct
algorithm specifications [2], [19], which eliminates syntax errors during construction
of algorithm schemes. Specialization for subject domain is done by describing basic
operators and predicates from this domain. Our approach uses code templates to spec-
ify implementations for operators and predicates; program transformations, such as
from sequential to parallel algorithm, are implemented as rewriting rules. Such sepa-
ration simplifies changing subject domain or transformations.



40 A. Doroshenko, K. Zhereb and O. Yatsenko

2 Formalized Design of Programs in IDS and Termware

The developed IDS toolkit is based on System of Algorithmic Algebras (SAA), which
are used for formalized representation of algorithmic knowledge in a selected subject
domain [2], [9], [19]. SAA is the two-based algebra SA4 = <{U, B}; (2>, where U is a
set of logical conditions (predicates) and B is a set of operators, defined on an infor-
mational set; Q = Q; U Q, is the signature of operations consisting of the systems Q;
and ), of logical operations and operators respectively (these will be considered be-
low). Operator representations of algorithms in SAA are called regular schemes. The
algorithmic language SAA/1 [2] is based on mentioned algebra and is used to describe
algorithms in a natural language form. The algorithms, represented in SAA/1, are
called SAA schemes.

Operators and predicates can be basic or compound. The basic operator (predicate)
is an operator (predicate), which is considered in SAA schemes as primary atomic
abstraction. Compound operators are built from elementary ones by means of opera-
tions of sequential and parallel execution operators, branching and loops, and syn-
chronizer WAIT “condition’ that delays the computation until the value of the
condition is true (see also Table 1 in next section).

The advantage of using SAA schemes is the ability to describe algorithms in an
easy-to-understand form facilitating achievement of demanded quality of programs.
The IDS is intended for the interactive designing of schemes of algorithms in SAA
and generating programs in target programming languages (Java, C++, Cilk++). In
IDS algorithms are designed as syntactically correct programs ensuring the syntactical
regularity of schemes. IDS integrates three forms of design-time representation of
algorithms: regular schemes, SAA schemes (textual representation of SAA formulae)
and flow graphs. For integration with Termware, in this paper IDS was also adjusted
on generation of programs in Termware language.

Constructor

v
Flowgraph Database of SAA Generator of
editor specifications SAA schemes

1 ) )

Fig. 1. Architecture of the IDS toolkit

The IDS toolkit consists of the following components (Fig. 1): constructor, in-
tended for dialogue designing of syntactically correct sequential and concurrent algo-
rithm schemes and generation of programs; flow graph editor; generator of SAA
schemes on the basis of higher level schemes, called hyper-schemes [19]; and data-
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base, containing the description of SAA operations, basic operators and predicates in
three mentioned forms, and also their program implementations.

The constructor is intended to unfold designing of algorithm schemes by superpo-
sition of SAA language constructs, which a user chooses from a list of reusable com-
ponents for construction of algorithms. The design process is represented by a tree of
an algorithm [2], [19]. On each step of the design process the constructor allows the
user to select only those operations, the insertion of which into the algorithm tree does
not break the syntactical correctness of the scheme. The tree of algorithm constructing
is then used for automatic generation of the text of SAA scheme, flow graph and the
program code in a target programming language.

Example 1. We illustrate the use of SAA on Quicksort algorithm, which is given
below in the form of SAA scheme. The identifiers of basic operators in the SAA
scheme are written with double quotes and basic predicates are written with single
quotes. Notice that identifiers can contain any text explaining the meaning of operator
or predicate. It is not interpreted: it has to match exactly the specification in the data-
base (however, since constructs are not entered manually, but selected from a list, the
misspellings are prevented). The comments and implementations of compound opera-
tors and predicates in SAA schemes begin with a string of “=" characters.

SCHEME QUICKSORT_SEQUENTIAL ====

"main(n)"
==== Locals (
"Declare an array (a) of type (int) and size (n)";
"Declare a variable (i) of type (int)";
"Declare a variable (end) of type (int)"™);
"Fill the array (a) of size (n) with random
values™;
"end = a + n"';
"gsort(a, end)";

"gsort(begin, end)"
==== IF NOT("begin = end")

"Reduce (end) by (1)";

"Reorder array (a) with range (begin) and (end)
so that elements less than pivot (end) come
before it and greater ones come after it; save
pivot position to variable (middle)™;

"gsort(begin, middle)";

"Increase (middle) by (1)";

"Increase (end) by (1)";

"gqsort(middle, end)"

END IF

END OF SCHEME QUICKSORT_SEQUENTIAL
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To automate the transformation (e.g. parallelization) of programs we augment ca-
pabilities of IDS with rewriting rules technique [8], [11]. At the first step we construct
high-level algebraic models of algorithms based on SAA in IDS (see also [2], [9],
[19]). After high-level program model is created, we use parallelizing transformations
to implement a parallel version of the program on a given platform (multicore in this
paper). Transformations are represented as rewriting rules and therefore can be ap-
plied in automated manner. The declarative nature of rewriting technique simplifies
adding new transformations. Also transformations are separated from language defini-
tions (unlike approach used in [16]), therefore simplifying addition of new transfor-
mations or new languages.

We use the rewriting rules system Termware [8], [11]. Termware is used to de-
scribe transformations of ferms, i.e. expressions in a form f'(¢,,..., ¢,). Transforma-

tions are described as Termware rules, i.e. expressions of form source [condi-
tion]-> destination [action]. Here source is a source term (a pattern
for match), condition is a condition of rule application, destination is a trans-
formed term, action is additional action that is performed when rule fires. Each of
4 components can contain variables (denoted as $var), so that rules are more gener-
ally applicable. Components condition and action are optional. They can exe-
cute any procedural code, in particular use the additional data on the program.

3 Generation of Terms and Programs and Experimental Results

IDS system performs generation of programming code on the basis of an algorithm
tree, received as a result of designing an algorithm in the IDS Constructor (see Sec-
tion 2), and also code templates — implementations of basic operators and predicates
in a target language (Java, C++, Cilk++), that are stored in IDS database. In the proc-
ess of generation, IDS translates SAA operations into corresponding operators of
programming language. Compound operators can be represented as subroutines
(methods). IDS database contains various code patterns for generation of parallel
programs, namely using WinAPI threads, Message Passing Interface (MPI), and
Cilk++ operations [7]. For implementation of parallel version of our illustrative ex-
ample (Quicksort algorithm), we used Cilk++ as it facilitates programming of recur-
sive parallel programs [7]. Cilk++ is a general-purpose programming language, based
on C/C++ and designed for multithreaded parallel computing.

Table 1 gives a list of main SAA operations and templates of their implementation
in Termware and Cilk++, which are stored in the IDS database. The implementations
contain placeholders like ~*conditionl”, “operatorl” etc., which are replaced
with program code during the program generation.

For the purpose of transformation of some algorithm, IDS performs the generation
of a corresponding term and developer specifies a set of rules for transformation.
Then Termware carries out the actual transformation, the result of which can further
be used for code generation in a programming language.
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Table 1. The main SAA operations and templates of their implementation in Termware and

Cilk++ languages

Text of SAA operation Termware implementation Cilk++ implementation
“operatorl”; then (“operatoril”®, ~operatoril”;
“operator2” ~operator2”®) ~operator2”

IF “condition’ IF (*conditionl®, if (“conditioni™){
THEN “operatorl™ ~gperatori”, ~operatorl”™ }

ELSE “operator2”
END IF

ELSE (Moperator2®))

else {"operator2”"}

FOR =(var) from

FOR (%1, %2, %3,

for (%1, %2, %3) {

(begin) to ~operatori” ~operatori”®

(end)* ) 3}

LOOP ““operatorl”

END OF LOOP

(“operatorl” Parallel ( cilk_spawn

PARALLEL “‘opera- ~operatoril”, ~operatorl”;

tor2”) ~operator2”) ~operator2”

WAIT “condition” WAIT cilk_sync;
(~conditionli®)

Example 2. We will parallelize the sequential Quicksort algorithm (see Exam-
ple 1), using IDS and Termware. For the parallelization, function qsSort has to be

transformed, so we generated the term for this function:

gsort(Params(begin, end),
IF (NOT(Equal(begin, end)),

then
then
then
then (
then (
CALL

(Dec(end, 1),
(Partition(a, begin, end, end),
(CALL(gsort(begin, middle)),

Inc(middle, 1),
Inc(end, 1),

(gsort(middle, end)))))))))

Then the operation of parallel execution of operations has to be added to this term.
This is done by applying the following two Termware rules:

1. then(CALL($X),

2. then($x1, Para

then (By, $z)) —>

Parallel (CALL($x), then($y, $2))

el ($x2, $x3)) ->

then($x1, then(Parallel($x2, $x3),
WAIT(AlIThreadsCompleted(n))))

The first rule replaces the operation of sequential execution of operators with paral-
lel execution. The second rule adds a synchronizer WAIT(AllIThreads Com-
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pleted(n), which delays the computation until all threads complete their work.
The result of the transformation is given below.

gsort(Params(begin, end),
IF(NOT(Equal (begin, end)),
then (Dec(end, 1),
then (Partition(a, begin, end, end),
then (Parallel(
CALL (gsort(begin, middle)),
then (Inc(middle, 1),
then (Inc(end, 1),
CALL (gsort(middle, end))))),
WAIT(AlIThreadsCompleted(n)))))))

Thus, as a result of parallelization, the first operator (thread) of Paral lel opera-
tion executes the operator qsort(begin, middle), and the second one calls
two Inc operators and gsort(middle, end). Operation
WAIT(AllThreadsCompleted(n)) performs the synchronization of
threads. The threads are created recursively; their quantity is specified as an input
parameter of function main. Notice that these transformations are only valid if two
gsort calls are independent. The system doesn’t check this property: it has to be
asserted by a developer.

The resulting parallel algorithm scheme Quicksort was used for generation of code
in Cilk++ using IDS system. The parallel program was executed on Intel Core 2 Quad
CPU, 2.51 GHz, Windows XP machine. Fig. 2 shows the program execution time in
seconds. The speedup at execution of program with usage of 2, 3 and 4 processors
was 2; 2.9 and 3.8 accordingly, which shows that the program has a good degree of
parallelism and is scalable.

10
.
.
‘|
] | I
]
1 2 3 P

Number of threads

Execution time in seconds

Fig. 2. The execution time of parallel Quicksort program on a quad-core processor; the size of
input array is 5-10” elements



4

Using Algebra-Algorithmic and Term Rewriting Tools ... 45

Conclusion

We have described our approach of constructing efficient parallel programs using
high-level algebra-algorithmic specifications and rewriting rules technique. Algebra-
algorithmic toolkit IDS and rewriting rules engine Termware are combined to enable
formal, yet easy-to-understand algorithm specifications and automate program syn-
thesis and parallelization process. The combined development toolkit can be retar-
geted to various subject domains and implementation languages, as exemplified by
Cilk++. The developed system could be further extended with automated code analy-
sis facilities based on rewriting technique.
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Abstract. A comprehensive framework to increase efficiency of IT-services
management systems (ITSMS) is proposed, which resolves 3 interconnected
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1 Introduction: Problem Actuality and Research Objectives

Nowadays the concept of ITIL (IT Infrastructure Library) [1] and the new kind of
computerized management systems, namely: IT Service Management Systems
(ITSMS) became a growing and perspective approach to solve very important and
complex technical problem and, at the same time, business-focused one: how to or-
ganize a well-structured and controllable IT-environment at an appropriate organiza-
tion?

According to ISO/IEC 20000 [2] an IT Service Management System (ITSMS) pro-
vides “...a framework to enable the effective management and implementation of all
IT-services”. Due to high complex and multi-dimensional nature of IT-services in
large modern business organizations, which ITSMS are dealing with, recent publica-
tions in these domain present some sophisticated approaches to design and to use
these facilities. One such important topic in ITIL-ITSM domain is the integration of
ITSMS functionality into enterprise architecture (see, e.g. in [3,4]). Another recent
trend in ITSMS-development is the usage of ontologies and model-driven architecture
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(MDA) [5, 6] for knowledge handling and re-using. Their authors emphasize the ac-
tual need to elaborate and to apply several knowledge-oriented approaches to re-
quirements analysis within ITSMS-development, and to quantitative quality assess-
ment of appropriate project solutions.

Taking into account some ITSMS-issues mentioned above, the main objective of
the research presented in this paper is to propose the first vision for intelligent com-
plex approach to increase efficiency of typical ITSMS, with a proof of concept basing
on the ITSMS university case-study. The rest of this paper is organized in the follow-
ing way: Section 2 analyses some existing ITSMS, introduces our vision about their
typical functionality, and shows the list of prioritized tasks to be resolved to increase
an efficiency of an ITSMS. In Section 3 we present the method elaborated for effec-
tive ITSM-modules configuring in a target business organization, and Section 4 re-
ports the first version of ITSMS - ontologies to integrate the selected modules into
enterprise architecture (EA). In Section 5 the designing perspective for the combina-
tion case-based reasoning (CBR) with ontology-based approach to advanced incident
management it ITSMS is briefly outlined. In Section 6 we present the university case-
study for our method to estimate an effectiveness of different ITSMS configurations
and discuss the results achieved. In Section 7 the paper concludes with a short sum-
mary and with an outlook on the next steps to be done in the proposed development
framework.

2 Typical Functionality of ITSMS and the Complex of
Intelligent Tasks to Increase its Efficiency

In order to elaborate a way how to provide a complex approach to increase an effi-
ciency of ITSM-system operating, it is necessary to understand its typical functional-
ity and to analyze its specific features.

2.1  Overview of existing ITSMS

We have analyzed some already existing ITSMS [7-10], and the results of this study
is presented in the Table 1. Basically, all such systems can be divided into 3 groups,
namely: (a) advanced business ITSM-products; (b) open source ITSM-solutions; (c)
bespoke ITSM-systems.

To the group (a) belong such systems as, e.g., HP OpenView Service Desk [7] and
BMC Remedy [8]. The first software product is the absolutely leader in this market
segment, because the most part of organizations which prefer ITSM-business solu-
tions from the group (a), are using exactly HP-platform. The number of its running
installations is essentially less than HP, at least because of more expensive costs of
Remedy ITSM Suite.
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Table 1. Results of comparison for some ITSMS

HP Service OMNINET

Criteria / Svstems BMC Remedy Axios Manacer OmniTracker
4 ITSM Suite 7.5 | Assyst 7.5 & ITSM Center
7.10
2.0

Dasic 5 5 5 4
functionality
Maintainability 5 4 5 4
Report generation | 4 5 5 4
Scaleability 4 2 3 5
Web-interface 5 5 5 5

ITSM-solutions from the group (b) also are used in practice, but they definitely
have limited functionality and provide less level of IT-services management. The
typical open source ITSMS are, for instance, GLPI [8], OTRS [9], and some others,
which are listed at the Web-resource SourceForge [10].

And, objectively, the business organizations, which are not ready to buy advanced
software products from group (a), and which are not satisfied with functionality pro-
vided by ITSM-systems from group (b), because they have some specific IT-needs
and challenges, exactly these companies try to develop their own ITSM-solutions to
be considered as members of the group (c). The more detailed comprehensive study
of some existing ITSM-systems is presented in [11].

2.2 Typical ITSMS-functionality

Based on the given analysis of the real ITSMS (see above), we have elaborated the
following vision for their typical functionality (see Fig. 1).
There are 5 main subsystems (or packages) of system functions, namely:

1. IT Business Alignment: this subsystem is supposed to implement a IT-strategy in
given business organization with respect to its main goals and needs, and to pro-
vide a base for costs assessment to whole IT-infrastructure;

2. Service Operations: this facility is responsible for customer’s requests management
(regarding to a current incident and to a related problem), and for providing of
ITSM-support functions;

3. Service Delivery Assurance: this functional package implements a configuration
and change management of all ITSM-software tools thus is extremely important
for a stable IT-environment;

4. Service Design and Management: this ITSMS-functionality provides detailed in-
formation about new perspective IT-services to be designed with respect to their
availability and quality for IT-customers;

5. Service Development and Deployment: this subsystem allows to create and to test
new ITSM-services and appropriate [T-infrastructure solutions, including installa-
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tion of new hard-ware components, development of additional software applica-
tions, and training programs for ITSM-staff” and for end-users as well.

As we can see on the structure presented in Fig.1, each of these 5 subsystems is
built from several functional modules (they are depicted as UML-classes). The most
important of them are the following ones:
1.Module M1 ="Incident management”: it includes organizational procedures and
appropriate tools to resolve current incidents, which IT-service users are facing with
(hard-and software errors, network connection problems, request for consultations,

etc.);
Typical ITSM systems functionality
_- 7 P2 )T A - N~ N
- e \ ~< A <<subsystem>>
- il \ S~ ~~ | Service development &
- ~
-7 s \\ ~ deployment
~ ~
~ 7 . \ [ b\ A ‘
<< m>> << m>>
<<subsystem>> <<subsystem>> subsyste subsyster | \
. . . . Service delivery Service design & | |
IT-business Alignment Service operations |
assurance management |
S o I A |
| | |
I } orobi } } } } } Security } | } } s build & |
| roblem | ervice bui test | )
|l management ! } Service-level [ management o } |
| } } | management } } } | } | |
| n n | 1
‘ Customer ‘ Pl Incident & service } 11 Continuity [ } ‘
| Ty | i
management } | request management } Change | management } | } Release to production
- ! Operations management || Ll
IT-business | ! Availabili |
t | management | vailability P
| 1 management !
Configuration | }
IT strategy and management 1 |
architecture planning Capacity |
— management |
|
1
Financial
management

Fig. 1. Typical functionality of a ITSMS

Module M2 = Problem management’: this facility provides tools to detect and to

eliminate any problem situation which is a reason for different incidents;

Module M3 = ”Configuration management”’: this module supports all operating

sub-schemes in the IT-infrastructure of given business organization;

which arise in IT-infrastructure; .

Module M4 = ”Change management”: it supervises and coordinates all changes

Module M5 ="Service level management”’: this unit is responsible for definition

and implementation of an appropriate level of IT-services to be provided for cus-

tomers.

In ITIL-best practice manuals (see e.g. in [12]) the following 3 main schemes are
considered to introduce these modules into IT-infrastructure of a target organization: a
classic scheme (S1); a contract scheme (S2); an infrastructure-centered scheme (S3).
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A classic scheme S1 is the most applied solution in the ITSM-domain, and it supposes
the following sequence of modules M1-M5:

S1=(M1,M3,M4,M2,M5) (1)

This approach quickly allows to resolve the most actual communication problems
between IT-service department and customers basing on incident management (mod-
ule M1), and it provides some tools for all IT-services support (the modules M3 and
M4), and after that a platform for future IT-infrastructure development is introduced
(modules M2 ta M5 respectively). But in this case it has to be taken into account this
scheme is a most expensive way for a given business organization, and it requires a
lot of resources exactly at an initial phase of whole ITSM-configuring framework.

A contract scheme S2 actually aims to formalize a communication process between
IT-service department and customers, and it has the following modules-workflow:

§2=(M5,M3,M1,M4,M?2) 2)

In this case all customer requirements to IT-services have to be collected and
specified (in module M5), and appropriate IT-infrastructure sub-schemes can be built
(using module M3), in order to define prospective IT-strategy in the target organiza-
tion, next an operative ITSM-functionality is provided, including incident manage-
ment (in module M1), change management (in module M4), and problem manage-
ment (in module M2). Obviously, this scheme definitely has some risk factors regard-
ing its efficiency, if the initial IT-service specifications were done not correctly (in
module M5).

And, finally, an infrastructure-centered scheme S3 proposes the modules sequence
indicated as following:

S3=(M3,M4,M2,M1,M5) 3)

that is, firstly, to provide tools for all IT-services support (modules M3 and M4 re-
spectively). Secondly, this approach allows to manage all typical problem situations
(in module M2), and already based on this one to detect and to resolve corresponded
incidents by IT-service customers (in module M1). Thirdly, it creates an opportunity
to define in computer-aided way the necessary composition and the IT-service level
management (in module M5).

It is necessary to note that besides some empirical recommendations concerning
the possible ITSM-modules configurations defined as (1)-(3), in the appropriate tech-
nical documentation there are no more or less proved suggestions about possible
quantitative estimations for effectiveness of these alternative approaches.

2.3  The complex of intelligent tasks to increase of ITSM-system efficiency

Taking into account the results of performed analysis (see above), and based on some
modern trends in the domain of ITSMS-development (see Section 1), the following
list of prioritized tasks can be composed in order to increase ITSMS-efficiency,
namely
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1. to provide an effective configuring of ITSM-modules for a target organization,
taking into account its specific features and needs;

2. to elaborate an integration framework for a given ITSM-system’s configuration
and for an existing enterprise architecture (EA);

3. to support an advanced incidents management in the already installed ITSM-
system.

In our opinion, the task (I) can be resolved basing on some expert methods for
multi-criteria ranking, with respect to specific IT-infrastructure’s features and cus-
tomer needs in a concerned business organization [13,14]. The task (II) belongs to
already well-known integration issues in distributed heterogeneous information sys-
tems, and e.g. an ontology-based approach can be used for this purpose (e.g. in
[3,6,15]). And, finally, to solve the task (III) an additional decision-making function-
ality for typical ITSM-services (see Fig.1) has to be elaborated, e.g. basing on the
combination of case-based reasoning (CBR) approach with ontologies [16,17]. Below
these tasks and their possible solutions are presented and discussed in more detail.

3 The Method for Effectiveness Estimation of Alternative
ITSM-Module Configurations

To formalize the task (I) from their list considered in the Section 2.3, namely: to
provide an effective configuring of ITSM-modules for a target business organization,
the following factors have to taken into account: such a problem has a high
complexity grade and it is semi-formalized; estimation criteria for it are of different
nature and they are multi-valued; an information base to solve this task mainly can be
collected basing on expert data only; available expert data could be quantitative and
qualitative values both.

To solve this task we have chosen one of the multi-criteria ranking methods,
which is presented in [14]. Accordingly to this approach the following steps have to
be performed:

Step 1. A set of possible alternatives,

X:{xla-x2>---> xn}:{xi>i:15n} (4)
and a set of global importance criteria to characterize these alternatives
K ={K\.Kps Ky} =K, j=1,m} (5)

have to be defined.

Step 2. Each global criteria K is characterized by a subset of appropriate local crite-
ria

K=tk kjonkiol =tkjgq=1,0 (6)

further, a set of membership functions according to all local criteria alternatives
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9k (55 Py 5)svens O 1 (6D} =40, (), g = 1L.Q, j =1, mj 7
and the weight coefficients of their relative importance for these local criteria
W20} = (Wg.q =10} ®)

have to be determined, where the following condition has to be fulfilled

0
2wy =1 )
q=1

Step 3. To determine membership functions of alternatives {x;,i =1,n} to criteria

K ;,{j =1,m} based on an additive convolution of their local criteria

(x;) % ( 1o
(ij i ot ]q(oqu 1)
Table 2. Definition of membership functions for criteria to alternatives (fragment)

Alternatives | Criteria K

Kl IS KM

kll e le cee le e ka
X x| k() e kg (xy) e | P (x) e | Oagm (x1)

X, | @k(x,) Py (x,) e @k (xy) | Oug ()

Step 4. Taking into account the membership functions obtained {p, (x,),j=1,m} for
0.

all alternatives x;,{i =1,n} it is possible to determine a joined membership function for

a generalized criterion X :

m 1 1
ok (x;) = ij(/)Kj (x;) (an
Jj=1
where w;,j = 1,m are coefficients of their relative importance K o) = Lm.
Step 5. Finally, an alternative with a maximum value of membership function for
generalized criterion K can be chosen as a target solution:
p(x") = max{py (x;).i =1,n}) (12)

Below in Section 6 we present the case-study, which was performed to prove this
method, and we discuss the results achieved.
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4 Ontological Specifications for ITSMS-EA Integration
Framework

As already mentioned above (see Section 2), any ITSMS has to be integrated into an
existing EA of a target organization. In our approach this task (II) has to be resolved
for an ITSMS-configuration defined with the method presented in Section 3.

This issue is already discussed intensively in a lot of publications, and their authors
consider both its conceptual and technological aspects. E.g., an ITSMS-EA integra-
tion based on well-known SOA — framework is presented in [3], and as the important
conceptual input for this issue the appropriate meta-model (actually, some kind of a
domain ontology) for IT services is designed. In [5] an approach to integration of
ITSM-services and business processes in given organization is elaborated, using onto-
logical specifications to formalize the good practice guidance for ITSM. An ontology-
based framework to integration of software development and ITSMS-functioning is
proposed in [15], thus resulting in enhanced semantic-aware support tools for both
processes. Even this brief overview allows us to conclude that exactly an ontology-
based approach is a most effective way to solve this problem. That is why, in our
opinion, to provide ITSM-EA integration effectively, it is necessary to combine the
following information resources (IR), namely: a) IR related to ITSMS — functionality,
b) IR concerned EA-domain, c¢) IR characterized a target organization (TO), which is
facing an ITSMS-EA integration problem with. Let’s define these IR (a)-(c) as: Onto-
ITSMS, Onto-EA, and Onto-TO respectively. Thus, the IR needed to provide an
ITSMS-EA integration should be specified using an appropriate joined ontology,
designated as Onto ITSMS-EA.

Onto _ITSM — EA =< Onto — ITSMS,Onto — EA,Onto —TO > (13)

Obviously, some already existing ITIL / ITSM ontological specifications can be
used for this purpose, e.g.: Onto-ITIL ontology elaborated in [5] basing on OpenCyc
ontology (www.opencyc.org), Onto-SPEM (Software Process Engineering Meta-
model) ontology [18], and Onto-WF (WorkFlow) ontology [19]. Taking these re-
sources into account, we can represent the ontological specification for Onto ITSM in
the following way

Onto — ITSMS =< Onto — ITIL,Onto — SPEM ,Onto — WF > (14)

There are also several ontologies developed to specify EA, and according to one of
recent and comprechensive researches in this domain presented in [20], we accept the
following 3-level definition for EA-ontology

Onto— EA =< Onto - BT,Onto— AC,Onto— RS > (15)

where: Onto BT is a sub-ontology of Business Terms (BT), Onto-SC is a sub-
ontology of Architecture Components (AC), and Onto-RS as a sub-ontology of
RelationShips (RS) among items of AC.

And finally, to define an Onto-TO ontology for target organization given in
expression (13), its specific features and needs related to ITSMS-usage within
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existing EA have to be taken into account. As a small excerpt of such domain-specific
Onto-TO, which is elaborated in our University-ITSMS case-study (see Section 6),
the following UML-class diagram in Fig. 2 is shown.

ITSM - Customer

Local Admin End - User
Regular Visitor
LAN Web - Server i
DB - Server
[ ‘ 1
IT department ; ities department

Technical department

Fig. 2. Taxonomy of customers in a University-ITSMS as a part of a Onto-TO ontology

The proposed ontology-based approach for ITSMS-EA integration can also be used
to elaborate the solution for the task (III) from their list completed in Section 2.3.

5 Adaptive Onto-CBR Approach to Advanced Incidents
Management in ITSM

In order to solve the task (III), namely: to provide an advanced incidents management

in ITSMS, accordingly to our inter-disciplinary vision about the ITSMS-development

in general, we propose to amalgamate the following design-principles (i)-(iv) listed
below

(i) an incident management as a weak-formalized and complex task within the
ITSMS-support for its customers can effective be resolved using one of the intel-
ligent decision-support methods, e.g., using CBR-method,

(i) to enhance a CBR-functionality, especially with respect to specific needs in a
target organization, an appropriate domain-ontology should be elaborated and
used combining with CBR;

(ii1) because of the permanent changes in an IT-infrastructure of a given organization,
and of the changes arising in its environment as well, such a domain-ontology
has to be constructed as an adaptive ontology;

(iv) to provide a possibility for knowledge gathering and their reusing in ITSMS,
some e-Learning models and technologies can be applied.

There are already the approaches elaborated to combine a CBR-method with on-
tologies [16, 17], which allow to provide more efficiently a case-representation, to
enhance case-similarity assessment, and to perform case-adaptation process for a new
solution. From the other hand, an ontology-centered design for ITSM-services, and
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especially, for Incident Management (IM), is also discussed in some recent publica-
tions in this domain. In particular, the proposed in [21] Onto-IM ontology is built
according to ISO/IEC20000 for ITIL/ITSM [2], it includes such concepts as Incident
Management, Incident Record, Incident Entity, etc. specified using OWL (Ontology
Web Language), and the small example of its notation is shown in Fig.3.

(contains some CreatelncidentRecord)
and (contains some
CreateIncidentRecordCapabilicy)

and (contains some IncidentRecord)

and (contains some
IncidentRecordStructursePaliay)

and (contains some RecordIncident)

and (contains some ServiceDeskEmplayes)

Fig. 3. The excerpt of Onto-IM ontology elaborated in [21]

These results provide a solution for the tasks (i)-(ii), but in our opinion to cover the
task (iii) in efficient way, with respect to permanent changes in IT-infrastructure of a
target organization, an appropriate ontology has to be constructed as an adaptive facil-
ity [22]. In this way the Onfo-TO ontology given in Section 4 should be given as the
following tuple

Onto —T0 @) —« ¢ R, p,w O w® 5 (16)

where, additionally to the basic components of any ontology, namely: C — set of con-
cepts, R — a set of relationships among these concepts, and P — a set of axioms (se-
mantic rules), the following ones have to be defined: W is a set of weight coeffi-
cients for concepts of C, and a W™ is a set of weight coefficients for relationships of
R respectively. Usage of these weight coefficients allows us, e.g., to take into account
an appropriate importance grade in several types of ITSMS-customers (see Fig. 2) to
provide IM - services for them.

In order to get all information resources needed for a completed solution of tasks (i)-
(iv), we propose to apply some e-Learning models and technologies within an
ITSMS, especially, for skills training and experience gathering by ITSMS-staff, des-
ignated in the Onto-IM ontology as Incident Manager, ServiceDeskEmployee, Spe-
cialist [21]. For this purpose an e-Learning ontology (Onfo-EL) can be used, e.g., in
[23] the Onto-EL is elaborated to build for learners their personal paths in e-learning
environment, according to the selected curriculum (Incident Management in terms of
Onto-IM), syllabus (Incident Record) and subject (Incident Entity).

Summarizing aforementioned issues concerning the tasks listed in (i)-(iv), the
conceptual mechanism to provide an advanced incidents management (AIM) in
ITSMS can be represented at the high-architectural level as the UML-package dia-
gram shown in Fig.4.

Below the approach to resolve the task (1) from their list given in Section 2 is il-
lustrated using the real case-study within our research and practice activities to apply
ITSMS to manage IT-infrastructure of National Technical University ‘“Kharkov Poly-
technic Institute” (www.kharkov.ua) referred in following as NTU “KhPI”.
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Fig. 4. The AIM — architectural framework (to compare with the scheme given in [24])

6 University Case-Study: Effective ITSM-Modules Configuring

It is to mention that exactly university- and /or a campus-domains are considered from
many authors as a suitable example of ITSMS-usage (see, e.g., in [25-26]), because
intensive research- and educational activities obviously require a modern and well-
organized [T-environment. That is why we also proved our approach to effectiveness
estimation of alternative configurations of ITSM-modules using the test-case data
collected at the NTU “KhPI”.

6.1  Application domain description: IT-infrastructure of NTU “KhPI”

The NTU “KhPI” is one of the largest technical universities of Ukraine located in the
city of Kharkiv, which is the important industrial and cultural center at the East of the
country. The university has about 22000 students, ca. 3500 of faculty members, and
accordingly there is the advanced IT-infrastructure to support all educational and
research tasks. The main characteristics of IT-operating at the NTU “KhPI” are sum-
marized in Table 3.

Table 3. Some technical data about IT-infrastructure NTU “KhPI”

Parameters Values
PCs in the network configuration 1525
User’s accounts 2700
Buildings 23
Servers 60
Routers 80
Peripheral units 6000
IT-specialists in the central office 11

Incidences per day (registered) 5-7
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In cooperation with the IT-staff at the University IT control office we have
analyzed retrospective data about some typical problem situations occurred, and about
the corresponded incidents, which daily have been resolved within the direct
communication with IT-service customers. In this way the main types of ITSM-
incidents and their initial problem situations were identified, and they are described in
Table 4.

Table 4. Main types of ITSM-incidents and their related problem situations

Ne |Incident type Cause ( problem situation)

1 |No Internet-connection at |- router was turned off;
- network cable breaked or failure on router hardware;

Dept or on local PC :
- incorrect network setup;
- problems with software on local PC
Ne' |Incident type Cause ( problem situation)

2 |High-loading of PC processor |- computer viruses

with a small number of active |- high degree of PC hard driver’s de-fragmentation.
user’s programs

3 |Installing problems for new |- computer viruses

software - absence of additional (middleware) software needed
for installation.
4 |Failure to send email -incorrect setup of local network server (proxy)

-problems with central e-mail server.

5 |Troubles in the use of third- |-lack of specific configuration,
party software - improper use of system services.

Basing on the analysis results obtained, we can apply the elaborated method to es-
timate alternative [ITSMS-module configurations (see Section 3).

6.2  Customizing of the elaborated estimation method: alternative
configurations and criteria definition

According to the Step I of the method presented in Section 2.2, the list of alternative
ITSM-module configurations have to be defined, and in our case they are presented:
X; = Service Desk subsystem (SDS) and Incident Management Module
X, = SDS, Incident Management Module and Configuration Management Mod-

ule
X; = SDS, Incident Management Module and Change Management module

X, =SDS, Incident Management Module and Problem Management Module

On the next Step 2, according to the formulas (4) - (10), we determine the criteria
for the quantitative evaluation of the proposed alternatives and their performance
indicators, which are shown in Table.5. These criteria and their indicators (metrics)
are taken from [35], and they are recommended to evaluate effectiveness of IT-
infrastructure in any business organization.
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Table S. List of values for global and local criteria (fragment)

Global and Semantics performance measurement Insecure Effec- Scope of
local criteria | criteria and target values value tive values
value
K, Effectiveness of incident management
k Average time incident resolution —min | >30 15 9999min.
1 min. min.
k12 Percentage of incidents resolved proac- 0% 15% 0-100%
tively —max
Globaland | Semantics performance measurement Insecure | Effec- | Scope of
local critetia | .riteria and target values value tive values
value
k Percentage of incidents resolved at the <65% 85% 0-100%
13 first level of support —»max
k Percentage of incidents that have been <75% 90% 0-100%
14 resolver from the first time —max
K, Effectiveness of problem management
k The ratio of the number of solved prob- <10% 35% 0-100%
21

lems to total problems (%)—max

For example, a value of 10 for an alternative x, to criteria &, (see Table 5) means,

that the implementation of Service Desk and Incident Management Module will help
to increase the ratio of incidents, which are resolved successfully, to its effective
value of 90%, etc. The obtained in this way results are given in Table 6.

Table 6. Estimated values for the alternatives with respect to the defined criteria (fragment)

K : Effective incident management — opt

ky,, (opt=20m) | ki (15%) | ki3 (85%)

ki, (90%)

5 5
7 6
5 5
6 8

6

6
6
7

In order to implement the elaborated method with customized data introduced
above, the special software tool was developed.

6.3  Results of estimation and their analysis

To continue the usage of our method presented in Section 2.2 (Step 3 and Step 4 re-
spectively) using the pair-wise comparison the weight coefficients of relative impor-
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tance (WCRI designated as wi(k; ;) ) for the local criteria regarding their global ones

were determined:

e The WCRI values of the local criteria for the global criterion Kj: w(k;)=
0,239458, w(kyp) =0,239458, w(k3) =0,432749, w(ky) = 0,088335

e The WCRI values of the local criteria for the global criterion K,: w(ky) =
0,68334, w(ky,) =0,19981, w(k,3) =0,11685

e The WCRI values of the local criteria for the global criterion Kj3: w(ks;) =
0,332516, w(ksy) =0,527836, w(ks;) = 0,139648

e The summarized WCRI values for the global criterion K;: K; = 0,527836, K, =
0,332516, K53 =0,139648

And finally, according to Step 5 of this method (see Section 3.2), and using the
multi-criteria ranking formulas (11) - (12), we obtain the following ultimate results of
the effectiveness assessment for the considered alternatives (see Table 5), namely

X, =0.537,X, =0.671,X5=0.578, X; = 0.727 (17)

To confirm the reliability of the results given in (17), the comparative analysis with
some "best practices" in ITSMS implementation was carried out, using the data of
IDC-company [28]. In particular, IDC has reviewed approx. 600 organizations
worldwide, which used ITSM for over a year, and in this study especially the prioriti-
zation issues of different ITSM-modules implementation were analyzed. In Fig. 5 the
result of the performed comparison is shown.

0,75
0,7
0,65
0,6
0,55
0,5
0,45
0,4
0,35
0,3
0,25
0,2
0,15
0,1
0,05
o

The introduction Service desk + Service desk +
Service Desk+ Incident Incident
Incident Management + Management +
Management Module Change
Module Configuration Management
Management Module

Service desk +
Incident
Management +
Problem
Management

l:l Multicriteria ranking l:l Available
method statistics

Fig. 5. Graphical representation of the obtained results
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As we can see, to provide Change Management and Configuration Management is
necessary to have within an IT-infrastructure database (DB) of IT-configurations, and
DB of problem situations as well, these facilities are rather costly for the University,
and therefore the implementation of these modules is not a priority task. The most
effective ITSM-modules configuration for NTU "KhPI" includes an Incident Man-
agement module and a Service Desk subsystem.

7 Conclusions and Future Work

In this paper we have presented the intelligent approach to increase efficiency of
ITSMS, which has to resolve 3 interconnected tasks for its effective usage in a target
organization: 1) providing an effective configuration of ITSM-modules according to
its specific features and needs; 2) elaboration an integration framework for a given
ITSMS with existing EA; 3) advanced incidents management in ITSMS. To solve
these tasks in a comprehensive way the interdisciplinary framework is elaborated,
which includes: the expert method for multi-criteria ranking of alternative ITSM-
modules configurations, the ontological specifications for ITSMS-EA integration, and
the approach to enhanced incident management based on the combination of adaptive
ontologies and CBR-methodology. To implement the first part of this approach the
appropriate software tool was elaborated, and its applicability was tested successfully
within the case-study at the NTU “Kharkov Polytechnic Institute”.

In future we are going to implement and to test the appropriate software solutions
for other tasks in the proposed framework, using such technologies as OWL, BPMN,
XML /XLST, and Web-services.
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Abstract. This paper reports on our experiments evaluating the improvement of
OntoElect approach to ontology refinement in the case study with the ICTERI
Scope Ontology. OntoElect is based on collecting and assessing the commit-
ment of domain knowledge stakeholders for ontological refinement offerings.
We report the improvement with respect to the previous results. Our first ex-
periment evaluates the change in the quality of ontology due to the involvement
of domain knowledge stakeholders in semantic annotation of their papers, com-
pared to the previous study in which the annotations were done by knowledge
engineers. Our second experiment checks if the result became better after the
introduction of the automated term extraction from the full texts of ICTERI pa-
pers. Extracted terms are compared to the manual annotations. The results of
the experiments verify the proposed ontology changes and are further used for
the ICTERI Scope ontology refinement.

Keywords. ICTERI Scope ontology, ontology engineering, domain knowledge
stakeholder, term mining, evaluation, refinement

Key terms. KnowledgeEngineeringMethodology, SubjectExpert, SubjectDo-
main, Metric, Ontology

1 Introduction

Maintaining an ontology in its lifecycle that fits all the requirements of the subject
domain stakeholders is a complicated task in ontology engineering which does not
have a complete solution so far. The problem is to a large extent in devising a meth-
odology for ontology refinement that enables a complete and timely account for those
requirements and maps them to the updated revision of the ontology. One complica-
tion is that the stakeholders who own the requirements need to be committed to pro-
vide their inputs for ontology refinement. Furthermore, those inputs need to be meas-
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ured and applied correspondingly to the utility of their contribution and in a harmo-

nized way to ensure the consistency and validity of result.

This paper reports on the improvement of our OntoElect approach for iterative on-
tology refinement [1, 2]. The approach has been proposed in [1] using the allusion of
elections in which different “ontology offerings” compete for the commitment of the
pool of the relevant domain knowledge stakeholders being the “electorate”. OntoElect
has been basically validated in an experiment reported in [2] where the approach was
detailed by offering voting metrics for the ICTERI ontology built and refined itera-
tively based on semantic annotation of the pool of papers of ICTERI 2011 conference.

The results of our previous experiment suggested several important technical as-
pects [2] for improving OntoElect methodology as a whole and the accuracy of our
measurements in particular. Some of those aspects have been addressed in the work
reported in this paper.

Firstly, our previous experiment was based substantially on the manual annotation
of papers. A knowledge engineer assigned key terms or suggested missing terms
based on her personal interpretation of the abstract of a paper. By that we mimicked
voting by paper authors while keeping them free of extra annotation effort. The low-
lights of this approach to annotation were that:

e Domain knowledge stakeholders (paper authors) were in fact not involved in the
workflow and therefore not motivated to be committed to the resulting ontology re-
finement

e The quality of semantic annotations we obtained has been perceived as fairly low
because (a) done by a knowledge engineer who is not a subject expert with respect
to the annotated paper; (b) the source for this work was just an abstract, not a pa-
per, and its meaning has been interpreted by a knowledge engineer.

To overcome those shortcomings we first decided to involve the authors more ac-
tively by requesting that they themselves semantically annotate their submissions to
ICTERI 2012". It has also been considered as promising to refine the approach by
automated extraction of terms from the papers authored by our subject domain
knowledge stakeholders. Here we present the results of our experiments which
checked how these two refinements helped improving the quality and adequacy of the
ICTERI Scope ontology.

Further, the document corpus used in the previous experiment was fairly small in
size for assuring reliable judgements about the opinion of the stakeholder community.
For improving on that we continued the collection of ICTERI papers which has been
extended by all papers of ICTERI 2012.

We first repeat the previous experiment [2] based however on the document corpus
of ICTERI 2012 papers semantically annotated by their authors. We then focus on
answering the question about annotation quality by: (i) performing automated term
extraction from the full texts of our complete document corpus (ICTERI 2011 and
2012); and (ii) comparing the results of automated term extraction to the outputs of
manual semantic annotation.

' See http://isrg.kit.znu.edu.ua/icteriwiki/index.php/ICTERI-Terms
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The remainder of the paper is structured as follows. Section 2 briefly reviews the
related work in relevant fields. Section 3 outlines the OntoElect approach to ontology
refinement and presents the case study dealing with ICTERI Scope Ontology as well
as the document corpus at our disposal. Section 4 sets up our experiments by describ-
ing the workflow, evaluation metrics, and used tools. Section 5 presents and discusses
the results of our experiments. The paper is further concluded and our plans for the
future work are outlined.

2 Related Work

One of the possible ways to check if a conceptualization of a domain is correct and
complete is to evaluate the model against the interpretation of the meaning of the
representative set of relevant documents. The document corpus will be relevant and
representative if it covers the majority of the views by the domain knowledge stake-
holders. Their interpretations may be collected and further analysed for refining the
ontology using different techniques which may be sought in several areas of research
and development. In this section we briefly outline the related work in the relevant
fields of research and refer to our previous publication [1] for a more in-depth and
detailed coverage.

One of the popular relevant research areas studying how interpretations are col-
lected is collaborative or social tagging and annotation. A good survey of the field is
[3] where the use of tags for different purposes and associated shortcomings are ana-
lysed. Semantic annotation and tagging approaches further refine social tagging tech-
niques by offering the collections of terms that are taken from taxonomies, folksono-
mies, or thesauri [4]. Hybrid approaches for collaborative tagging and annotation
aiming at the enrichment of seed knowledge representations by a user community are
reported for example in [5].

One of the promising approaches focused, besides collecting interpretations or sub-
jective conceptualizations, on motivating more people to take part in developing or
refining ontologies is offering a game with a purpose to intended users. Following this
approach, ontology development or refinement can be implicitly embedded in a game
software. There ontology elements are created, updated, and validated implicitly in
the background [6]. Gaming approach has also been tried for evaluating how well
ontological specifications fit to the interpretations of random users (FACTory Game
by Cycorp, http://game.cyc.com/). Several game scenarios have been developed [5]
for ontology building and refinement, ontology matching, annotating content using
lightweight ontologies. Those are similar to our OntoElect approach. Both approaches
offer possibilities to identify whenever users start to agree on and share commitment
to certain ontological items.

Social and gaming approaches that involve the direct participation of human stake-
holders are complemented by the plethora of research results in automated knowledge
extraction or ontology learning. This strand of research involves the stakeholders
indirectly — through making use of their professional outputs, like authored texts. A
comprehensive survey of the techniques used to learn ontologies from texts is [7]. In
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the second experiment we present in this paper only term extraction using the Ter-
Mine tool [8] has been performed.

Yet one more important aspect in developing or refining an ontology is the re-use
of the other ontologies or their most relevant parts to the developed ontology. In this
context the ontology meaning summarization approach [#] makes good sense for
helping an ontology engineer choose the most relevant and valuable parts for re-use.
The approach is based on detecting the “key concepts” of an ontology under analysis
which best characterize its meaning. The key concepts are determined using a combi-
nation of criteria from lexical statistics, taxonomy graph analysis, and popularity
based on a number of hits. Especially in using the popularity and coverage metrics,
this approach coincides well with our approach (OntoElect). OntoElect is however
used not for summarizing but refining an ontology based, among other things, on
assessing the coverage and popularity of the Key Terms. Besides that the mechanisms
of obtaining the measures are different. From the other hand, OntoElect does not yet
consider ontology re-use as one of important mechanisms for refinement. Hence,
combining some features of [9] in OntoElect may be enriching.

3 ICTERI Case Study

The idea of OntoElect approach [1] was inspired by public election campaigns. Just as
the leader in a public election campaign gets the major part of the electorate’s com-
mitment to win, the extent of the domain knowledge stakeholders' commitment hints
about the quality and completeness of the ontology. Following this allusion, the votes
of the domain knowledge stakeholders for alternative ontology offerings are collected
and used as the measure of their commitment. The ontology offering that collects the
biggest share of votes could therefore be considered as the best and most complete.

In our case study the OntoElect approach is applied for refining the ICTERI Scope
Ontology in the iterative ontology engineering experiment. Our domain knowledge
stakeholders are the authors of ICTERI papers. Ontology offerings in the reported
work are the strucrtural contexts” in the five thematic areas of the ICTERI scope of-
fered to the authors for choosing the appropriate key terms to annotate their papers.

As this data had to be selected we decided to simulate the opinions of the electorate
by annotating the papers of ICTERI 2011 manually. For this we extracted the terms
which were specified as the list of ICTERI Key Terms if it was possible. In some
cases we had to add Missing Concepts (also called Missing Key Terms) for the pa-
pers, if such terms did not exist in the list.

So, we received three semantic annotation types:

o KeyWord — for the key words, which were selected by the authors
e KeyTerm — for the terms which were selected manually and were found in the list
of the ICTERI terms

2 A structural context, as suggested e.g. in [10], is composed of a central concept with all his
domain and object properties and the concepts connected to the central concept by these ob-
ject properties.
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e MissingConcept - for the terms, which did not exist in the list of the ICTERI terms,
but were covered during annotation

One use of the particular term was considered to be one vote for the selected term.
The votes were normalized as frequencies of use. Such information allowed us to
measure the popularity of each semantic context, circumscribe the most frequently
demanded part of the ontology and make suggestion about the completeness of the
ontological offerings.

For the papers of ICTERI 2012 we requested that the authors annotate their papers
not only using the freely chosen key words, but also using the terms found in ICTERI
scope ontology. As the result the corpus for the futher analysis was increased. The
data provided by the authors can be accepted as more authentic than that which was
obtained ourselves, as they are the real domain experts for the field they study. The
analysis of the received data is presented in Section 5.

But even when we use the information presented by the authors, and the results of
our manual annotation we can't guarantee that this information is accurate enough for
applying it to the ontology refinement process. To obtain the experiment we needed to
have results received in different ways because we wanted to achieve the impartial
assessment of OntoElect approach. Before applying the results in ontology refining
process we decided to check them with freely available tool for text mining.

For our experiment we chose one of the services provided by the National Centre
for Text Mining (NaCTeM). As reported in the official website of NaCTeM? it is the
first publicly-funded text mining centre in the world. It provides text mining services
in response to the requirements of the UK academic community. NaCTeM is operated
by the University of Manchester.

4 Experimental Set-up and Tools

To control the results of the experiment we have to understand which main questions
we are going to answer after its realization and how to measure these results.

Our measurable objectives for the experiment have been formulated as follows [2]:
¢ Does the ontology fit to the requirements of the subject experts in the domain?

The fitness of the ontological offering will be measured as a ratio of the average
frequency of use of the available Key Terms (positive votes) to the similar for the
missing Key Terms (negative votes). Special attention will be paid to the freely cho-
sen key words that are identical to the available Key Terms. Those will be considered
as extra positive votes for the semantic context of the Key Term.

e Is there a particular part in the ontology that is the most important for the stake-
holders?

The importance of an ontology fragment comprising particular concepts will be
measured as frequency of use of these concepts (positive votes). Fragments of differ-
ent importance will also be presented as percentiles.

3 Official web site of National Centre for Text Mining http://www.nactem.ac.uk/
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e [s there a part in the ontology that could be dropped as the stakeholders do not
really require it?

Similarly to importance, these ontology fragments will be outlined using low fre-
quency of use percentiles.

e What would be a most valuable addition to the ontology that will substantially
improve stakeholders’ commitment to it?

The papers have been annotated using missing Key Terms and freely chosen key-
words. Those missing Key Terms that are frequently used will form the core of this
effective extension. If some of the keywords are also used frequently by the authors
they may become good candidates for the inclusion in the effective extension as well.
Special attention will be paid to the freely chosen key words that are identical to the
missing Key Terms. Those will reinforce the votes on the addition to the ontology.

The flow of activities has been organized in three consecutive phases as presented
in Fig. 1. The description of each phase in details is presented in [2].

fllonference S - Annotate using
anagement System ICTERI MediaWiki  ICTERI Scope ICTERI Semantic MediaWiki
(EasyChair) Ontology concepts
- Parse - Collect missing .
- Add Wiki mark-up concepts ICTERI Key Terms
- Import to ICTERI - Collect free key O O 0O 00
Wiki words o~ OAO
g
© % PHASE2 >| 2 g
g e
-2011: ontology | € 5
Submissions Data ICTERI paper engueet E Ed
Corpus pages S Z
g =
5
Legend: %)
- Activity is performed using the developed - Analyse votes
tool using SMW queries
- Activity is performed manually oy ICTERI papers
PHASE 3 £,

0000
% - ontology \ Keywords ~ /

engineer

Fig. 1. The workflow for processing ICTERI papers and collecting stakeholders’ votes repeated
according to [2]

At phase 1 we have extracted the semi-structured information about the papers ac-
cepted for ICTERI 2012 and transformed these into the collection of paper articles in
the ICTERI Wiki. At Phase 2 we extracted the freely chosen KeyWords and the
KeyTerms from the ICTERI Scope ontology assigned by the authors and added these
to the semantic annotations of the papers. In several cases we detected considerable
meaning gaps between the extracted key words and Key Terms when annotated the
papers manually. Therefore, we opted to add the missing Key Terms to the corre-
sponding semantic annotations. As a result of this Phase the semantic relationships
between the pages of Category:Paper and the pages of Category:Concept
have been specified as semantic properties. These semantic properties allowed us to
receive all the measurements planned for the evaluation experiment. These measure-
ments have been done using different Semantic MediaWiki queries at Phase 3.
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Compared to the previous year experiment [2], we automated the extraction of the
frequency of use statistics which made the process less error prone and faster. For that
the SMWASKAPI* extension of the Semantic MediaWiki has been used. This exten-
sion supports semantic queries of #ask and enables the use of the corresponding API
for executing Semantic MediaWiki ask queries.

Each page of the ICTERI Wiki uses semantic tagging. An example of the Semantic
properties specified for pages in Category :Paper is given in Fig. 2.

For our analysis we used the pages from Category:Paper and Cate-
gory:Workshop with the property hasPublicationYear equal to 2012, namely the
values of the semantic properties hasKeyWord, hasKeyTem, and MissingConcept.

Is Your Ontology a Burden or a Gem? — Towards Xtreme Ontology

Engineering
HasAuthor ©lga Tatarintseva + @, Vadim Ermolayev + &, Anna Fensel + ®
HasKeyTerm i dology + @, + @, Collaboration + @, Approach + @
HasKeyWord Ontology + ®, Stakeholder commitment + @, Collaboration + @, Ontology engineering + &, Ontology election + ®

HasLanguage English + ©
HasPresentation Presentation: Is Your Ontology a Burden or a Gem? — Towards Xtreme Ontology Engineering + &
HasPublicationYear 2011 +®
HasTitle Is Your Ontology a Burden or a Gem? — Towards Xtreme Ontology Engineering + &
MissingConcept ConceptualModeling + ®
Modification date 31 March 2012 18:59:28 + 4,
PublicationURL  Hitp://ceur-ws.org/Vol-716/ICTERI-2011-CEUR-WS-paper-4-p-65-81.pdf + ®

Categories Paper
hide properties that link here

Is Your Ontology a Burden or a Gem? — Towards Xtreme Ontology Engineering + &, Presentation: Is Your Ontology a Burden or a
Gem? — Towards Xtreme Ontology Engineering +

HasTitle

redirect
page

Burden-or-Gem + ®

Fig. 2. Semantic properties for the ICTERI Wiki page in the Category:Paper

The scripts for analyzing these values were coded in Python. Some steps were also

implemented using shell scripting. As outputs we have received:

o The list of KeyWords, KeyTerms, and MissingConcepts for each article, if they
were defined

e The overall number of the papers according to the values of the properties hasPub-
licationYear, and the selected Category

e The number occurrences of each KeyWord, KeyTerm and MissingConcept.

The analysis and discussion of the results is given in Section 5.

To perform our second experiment we applied the Term Management System
named TerMine, which identifies key phrases in text. It uses C-value [8], a domain-
independent method for automatic term recognition (ATR) which combines linguistic
and statistical analyses with the emphasis on the statistical part. The linguistic analy-
sis enumerates all candidate terms in a given text by applying part-of-speech tagging,
extracting word sequences based on adjectives/nouns, and stop-list. The statistical

* See the description of the SMWASKAPI on  http://www.mediawiki.org/wiki/Extension:
SMWAskAPI
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analysis assigns a candidate term to a termhood by using the following four character-
istics:

e The occurrence frequency of the candidate term

The frequency of the candidate term as part of other longer candidate terms

The number of these longer candidate terms

The length of the candidate term

The data corpus for this term extraction and analysis was the merge of the pools of
ICTERI 2011° and ICTERI 2012° papers published in the respective proceedings, and
consisted of 63 papers. The papers from both proceedings volumes have been merged
in a single file and uploaded for processing by TerMine. The workflow for the second
experiment is pictured in Fig. 3.

ICTERI 2011 File
N\ proceedings upload Term
— extraction
(e using N
— ICTERI TerMine Statistical results

for further analysis

proceedings

ICTERI 2012

\ proceedings )

Fig. 3. The workflow for conducting the second experiment for term mining and analysis

The data processed in the pipeline is illustrated by the example of a single
paper [1] in Fig. 4.

The results of term mining were provided in several forms. All the terms defined in
the text were highlighted by colour markings (upper part of Fig. 4a). The information
about the overall number of the terms mined from the text was also given (433 terms
listed — in the bottom of Fig. 4a). The terms were also presented in the table view,
each preceded with the assigned rank number and followed by the statistical score
measure (lower part of Fig. 4a). The rank of a term means the position of each term in
the table sorted by the score; the rank values of the terms with the same score are
equal. The scores were computed automatically using the Term Recognition tech-
nique [8] which uses the information about the frequencies of term occurrence. This
approach is essentially a shallow bag of terms extraction technique — therefore the
output needs to be post-processed as described using our single paper data example.
For this example the number of extracted terms was 433 which is obviously too many.
To compare, the authors were advised to assign 3-5 KeyTerms to their papers which
best describe its meaning. Among those extracted terms that we needed to sort out
were also names, affiliations, cities, etc, which had no semantic relationship to the

> http://ceur-ws.org/Vol-716/
8 http://ceur-ws.org/Vol-848/
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meaning of the paper. Also, it has been assumed that the terms with a low number of
occurrences in text have a negligent semantic contribution and may also be filtered
out — so only the higher ranked part of the term list may be considered.

Rank Term Score | TimesinText
Abaract Cru of s cormmosty ackroudodad sherconsings of Samanc 1 ontology engineering 25,85 27
= s ha lack of e
domain axports and users. This shoricoming . 2 knowledge representation | 14,90 16
Decomen #ven mors Busntal in T domans Bl changa sporadicay and Term list .
huife AppICAals chANgE in e MEpcEve knawledos Mpnisentalions. This urifyin, 3 subject expert 11 12
ary s U p 2 4 intended user 10 12
critcal mass of he Gomain usen. As it:;;.m amr';:c;vl‘:u \H\cn: 5 Onlology element 7 7
e P P ——= 6 psi suite 6 6
s b e qns
:‘:fﬂ"iff_';”""'“ mm;m“" "_*-'mlm" wed 6 stakehqlder commitment 6 6
6 semantic technology 6 7
i';. n 9 active involvement 5 5
| 9 semantic web 5 5
| 9 ontological context 5 5
| T - -
| ki (b) 11 high-ranked terms listed Comparative analysis
o of achieved result
i 0
i 2 Key Words
| : ontology, stakeholder commitment, collaboration, ontology engineering, ontology election
| 3
3 Key Terms (ICTERI Ontology)
. KnowledgeEngineeringMethodology, SubjectExpert, Collaboration, Approach
433 terms listed
= ConceptualModeling would have been a relevant term - missing in the ICTERI Ontology
(a) Statistical results presented by TerMine (c) Selected KeyWords and KeyTerms by the authors

Fig. 4. An example of the data processed in the term mining experiment

While post-processing the list of mined terms we decided to leave only the terms,
which were used more than 5 times, and had score more than 5 points. Applying this
threshold returned 11 of 433 terms for the example outlined in Fig. 4., which consti-
tutes only 2.54 per cent of the overall number of the mined terms. The manual check
of the example however indicates that these 11 high ranked terms indeed contribute
most significantly to describing the semantics of the corresponding paper (Fig. 4b).

The right part of Fig. 4 allows to compare the result of term extraction (Fig. 4b)
with the output of manual semantic annotation (Fig. 4c) for the selected example pa-
per. A mechanical comparison reveals substantial difference, which however is not
that big after manual mapping of the extracted terms to the concepts of the ICTERI
Scope ontology. In fact there is a subset of extracted terms that could be directly
mapped into the Key Terms of the ontology: subject expert; ontology engineering (as
a methodology). Another group is relevant to the assigned KeyWords: ontology,
stakeholder commitment, ontology engineering. Some are synonymic in the context
of this paper: stakeholder and intended user. Some represent the meaning which is too
fine-grained for a semantic annotation: ontology element. And, which is most impor-
tant, some are the new valid candidates for the inclusion into the ICTERI Scope on-
tology: knowledge representation, semantic technology, semantic web.

5 Results and Discussion

In this section we present the results of the experiment. The set up of all its stages is
described in Section 4. The discussion of the experiment results is structured along
the measurable items.
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The frequency of use diagrams (Fig. 5 and 6) are built in regard to the total amount
of the papers and the number of occurrences of a particular term.

Similar work was reported in our previous publication [2]. In it we described the
mechanism of ranging. The actual experiment is based on the previous results. But
they changed as the document corpus we are working with has increased and the data
to work with has changed. As we consider OntoElect approach in the case study of
iterative refinement of the ICTERI Scope Ontology such changes are greatly impor-
tant. The diagrams which show these changes are shown below:

e For the KeyWords which were selected by the authors manually (only those, which

were chosen by at least two authors, Fig. 5)

e For the KeyTerms, which were selected from the ICTERI ontology terms (Fig. 6)
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Fig. 5. The frequency of use of the freely chosen KeyWords

We did not provide a frequency of use diagram comparing the Missing Key Terms
because the difference in the results of 2011 and 2012 is tiny and could be neglected.
We provided the comparison analysis for KeyWords and Missing Key Terms lists
(Fig. 7). To compute the range of use of each term we divided each frequency of use
index by the frequency value of the most popular term, which range of use was taken
as 100 per cent. These terms are not the part of the ontology, but are the most possible
candidates.
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The results which we received at the previous step can be merged and we can re-
ceive the new version of the potential ontology offering. But before doing this we will
look into the results of the text mining experiment.

Using TerMine tool for automation of the knowledge mining process we received
some interesting results. The overall number of the found terms was 8487. All of the
selected terms were graduated and received the position in the rank table. Studying
the results it is obvious that the number of the terms selected by the data mining tool
is too big.

It was decided to leave in the rank table only those terms which have the score of
10 and more. The popularity of the terms which were picked up is evident. The total
number of such terms is 157. It is easy to count that it makes up less than 2% of all
the terms proposed by the tool. After refining the list and deletion of the superfluous
information only 140 terms left.

To compare the frequencies of use provided by the TerMine and our own calcula-
tions we decided to use percentage method (similar to that used for building the dia-
gram in Fig. 7). We took the maximal value for each group of concepts as 100 per
cent and divided it by the frequency of use value of a particular term. As a result each
term got the value, called the range, which could be compared with the ranges of the
other terms. We analyzed the three groups of mined term matches to the: (i) Key-
Words; (ii) MissingConcepts; and (iii) KeyTerms. As the number of the Missing Con-
cepts is not too big we decided to combine them with the Key Words in the diagram

(Fig. 8).
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After the automated search of the identical terms in the lists of KeyTerms and
terms mined by tool we discovered that some of them were missed as the search did
not use the rules of common sense and the relations described in the ontology. For
example, according to the ICTERI Scope ontology the term Integration subsumes to
PSI-ULO:Process. Knowing this fact we understand that the term IntegrationProcess
is just the same as the term Integration. But this match is not obvious for the simple
search and will not be detected.

Therefore, to find the matches in the lists of KeyTerms and terms mined by the tool
we decided to undertake a more careful analysis. We scanned the list of the KeyTerms
for matching the ToolTerms manually. Besides for this process we used the whole
pool of 8487 terms mined by the tool. The result is pictured in the diagram (Fig. 9).
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6 Concluding Remarks and Future Work

The paper reported on the experiment evaluating the improvement of OntoElect ap-
proach to ontology engineering in the case study with the ICTERI Scope Ontology. In
particular, the approach has been used to evaluate the validity of the papers’ annota-
tion by drawing knowledge stakeholders to their own papers’ annotation and by
studying their quality using voting for full texts.

The experiment consisted of two stages. The first one was based on the compari-
son analysis of the papers presented during international conferences ICTERI 2011
and ICTERI 2012. The second one was dedicated to performing automated term ex-
traction from the full texts and comparing the results of automated term extraction to
the outputs of manual semantic annotation.

Achieved results stress the important parts of the ontology and those which are
less popular among the authors. The comparison analysis of the first experiment
shows how the situation changed during two years. The KeyWords and MissingCon-
cepts which have high frequency of use values, especially if they are named in both
lists, are the first candidates to become the new part of the ontology.

The second experiment shows which ontological offerings agree with the terms
mined by tool and which numeric characteristics these matches have. The terms ex-
tracted by the tool and their matches with the KeyWords and MissingConcepts, which
have range more than 50 per cent, are also good candidates to be added to the ontol-
ogy. Besides, the degree to which the extracted terms match the KeyWords and
KeyTerms indicate about the adequacy of paper annotation. Overall the overlap be-
tween the meanings of the extracted terms and the KeyTerms measures the range of
so to say the similarity in the meanings of the papers within the corpus and the onto-
logical offerings aimed at covering these meanings. The quantitative results of our
experiments still need to be processed and analyzed more thoroughly before deciding
about the implementation of the changes to the ontology. Besides that several other
aspects still need to be researched in our future work.

Firstly, the document corpus used in the case study, though growing, is still not
very big to allow robustly applying the majority of traditional knowledge extraction
techniques. At the moment it could only be stated that the information we have now is
enough to prove the concept — i.e. the validity of the approach based on the assess-
ment of and account for domain knowledge stakeholder opinions, implicitly reflecting
their needs. After applying the refinements suggested by the stakeholders, the ontol-
ogy still needs to be evaluated and validated using other methods.

Secondly, in this paper we reported about only a partial and shallow way of ex-
tracting knowledge from paper texts. A possible refinement to this preliminary solu-
tion could be sought in using a hybrid iterative knowledge extraction workflow that
incrementally adds ontology elements to the “ontology learning layer cake (c.f.

(1],
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Abstract. Ontology-based data access (OBDA) assumes that data in a database
are mediated with a conceptual layer, available for clients and hiding data storage
details. Ontologies are good candidates for such a conceptual layer presentation,
whereas databases are good for huge data storage. One of the interesting appli-
cations of OBDA is checking a finite set of constraints defined in some language
against a temporally-ordered sequence of ABoxes sharing one TBox, where each
constraint is considered as a conjunctive query. Presented is one algorithm of con-
junctive query answering for such a language, proved are its termination, sound-
ness and completeness.

Keywords. Ontology-based data access, temporal conjunctive query language,
description logic knowledge base

Key terms. KnowledgeEvolution, KnowledgeManagementProcess, DecisionSup-
port

1 Introduction

Ontology-based data access (OBDA) [1] assumes that data in a database are mediated
with a conceptual layer, available for clients and hiding data storage details. Ontologies
are good candidates for such a conceptual layer presentation, whereas databases are
good for huge data storage.

The benefits from combination of databases and knowledge bases are as follows:

— database management is the mature field of research, there is a lot of commercially
and freely avaliable DBMSs, showing good-to-excellent performance on large datasets.
It is an obvious place to store the assertional part of some knowledge base, i.e. an
ABox;

— a TBox often requires a reasoning support to deduce additional assertions, axioms
and to check the consistency of a knowledge base.

* The work done during the research visit to Dresden University of Technology, sponsored by
The Ministry of Education and Science, Youth and Sport of Ukraine
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At the same time, employing such an approach is rather challenging due to signifi-
cant differences between relational database systems and ontology languages, based on
Description Logics, such as OWL. At first, relational databases adopt a closed-world
semantics, i.e. all facts that are not explicitly stated to be true are assumed to be false.
In contrast, OWL is based on an open world semantics which does not requre one to
fix the truth value of every fact and is more similar to an incomplete database. Second,
relational databases are unaware of the intensional part of a knowledge base (called a
TBox).

Research has been done so far in the OBDA field considers only one ABox stored in
a data source, that is an actual set of assertions on individuals and their pairs. However,
real applications show that ABox is changing over time. The examples of such dynamic
systems can be easily found in practice: environmental conditions, air traffic load, com-
puter system load and performance, health control for the people suffering from serious
diseases. Therefore, in some applications of situation awareness [2], there is a need to
store an archive of ABoxes, keeping ABoxes actual at different time points. Temporal
logics are often used as the means to formulate constraints a dynamic system should
obey during its work.

The main results of the paper are:

— for the point-based linear finite time structure elaborated is the language of unions
of temporal conjunctive queries, which allows to evaluate atemporal unions of con-
junctive queries at different time points;

— proposed is an algorithm of answering a union of temporal conjunctive queries,
which harnesses set-theoretic operations on atomic queries answer sets. Proved are
its termination, soundness and completeness;

The paper is organized as follows: in the next section a language of unions of temporal
conjunctive queries is introduced and the definitions of main reasoning tasks available
for such a query language are presented. In the section 3 the algorithm of answering
temporal unions of conjunctive queries is presented and illustrated in examples. The
section 4 is dedicated to the proofs of logical properties of the algorithm. The section 5
discusses the related work in the field of conjunctive queries answering.

2 Conjunctive Queries: Syntax, Semantics

Assume there is a knowledge base K = (A, T), where 7T is a set of concept axioms (a
TBox), A is a set of assertional axioms (an ABox). Fix a language of a knowledge base
to ALC [3]. An interpretation of /C, named Z, is a pair (-Z , A), where A is a domain of
individuals, obeying unique name assumption (UNA) and -Z is an interpretation func-
tion, which assigns every concept C aset CZ C A, every atomic role R a binary relation
RT C Ax A, and every individual name a an individual aT € A. Assertional axioms
are C'(a) - concept assertion and R(a, b) - role assertion.

Query answering is the extension of a well known task of instance checking: given
a knowledge base K and an assertion a.. Check whether this assertion is entailed by an
ABox of .
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2.1 Conjunctive Queries Basics

Let Vars(Q) be a set of all distinguished and non-distinguished variables which appear
in a query @, let Inds(Q@) to denote the set of all individual names which appear in
query @ and Terms(Q) to denote the set of all terms in @, i.e. Vars(Q) U Inds(Q).
Let us formally define conjunctive queries and Boolean conjunctive queries for a well-
elaborated language ALC [3].

Definition 1 (Conjunctive query, Union of conjunctive queries). Let x, y, c are re-
spectively tuples of distinguished variables (answer variables), of non-distinguished
variables and of individual names, and t, t1, to are terms in Terms(Q). A conjunctive
query (CQ) is an expression of the form

conj(x,c)=3Jy.q1 A... A qm,

where
qi == C(t) | r(t1,t2)

A Boolean conjunctive query is a CQ without answer variables.
A union of conjunctive queries (UCQ) is a disjunction of conjunctive queries (CQs)
of the form
Q(x) = {x | conji(x,c) V...V conj,(x,c)}

Example 1. The example of a query asking about all students that attend some courses
and take some exams could be as follows:

Q(z) = {z | Jy.takeCourse(x,y) A takeExam(x,y)}

This query can be modified to a Boolean query by substitution of x with an individ-
ual name:

Q(z) = {] y-.takeCourse(” Eldora”,y) A takeExam(” Eldora”,y)}

We use |Q| to denote the size of ) - the number of symbols required to build the
query. The arity of a query will be the number of answer variables in the query. If
all terms in @ are individual names, we say Q is ground. We write Q(c) for a query
whose answer variables @ are substituted by ¢, Q () for a conjunctive query and simply
@ for a Boolean conjunctive query. Sometimes we write x1, ..., x, instead of x, and
similarly for y and c.

Given an ALC-knowledge base K = (T,.A), an interpretation Z satisfies a query
Q(x) iff the interpretation function can be extended to the variables in Q(«) in such a
way that 7 satisfies every term in Q(x). A query Q(x) is true w.r.t. KC (written K = Q)
iff every interpretation that satisfies /C also satisfies Q).

Definition 2 (Query answering, query entailment). Given a query Q(x) with a tuple
of answer variables x, and a knowledge base IC, a tuple of individuals c with the same
arity of x is an answer for Q in K if T = Q(c) for every model T in K.

Given a Boolean conjunctive query Q, and a KB K, query entailment is a task to
decide whether K = Q if T |= Q for every model T of K.

Given a conjunctive query Q(x), a tuple of individuals a, and a KB K, query an-
swering is a task to decide whether a is an answer for Q(z) in K.
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3 Temporal Conjunctive Queries

Let L = (T, (Ai)o<i<n) be a knowledge base with a sequence of ABoxes sharing
one TBox. Let’s describe a query language extending the language of conjunctions of
positive existential formulae built from query atoms. Having in mind linear temporal
logic LT'L (see e.g. [4]), this language allows for the following temporal operators: O
(next), O~ (previous), U (until), S (since).

Definition 3. Temporal conjunctive query (TCQ) ¥ is an expression

teonj(x,c) = Jy.q1 A ... A qm,
where
G = |

Q= C(t) | ?"(tl,tg)

!P:::Lp|!l71/\%|o_!l7|0!?|%8%\%L{!I/g
and C'is a concept description, r is a role name, t, t1,ts are terms in Terms(Q).

Derived temporal modalities like &~ (sometimes in the past), O~ (always in the
past), <, O can be defined in a usual way (see, e.g. [4]).

Example 2. A query asking about students who had defended their thesis some time
ago and had been ex-matriculated since then is expressed as follows:
Q(z) = {z | Jy.©~ Student(x) N exMatriculated(x) S hasDefended(x,y)}

The semantics of the TCQ is defined as follows.

Definition 4. A rotal function w : Terms(¥) — A is a binding for a query ¥ in an
interpretation Z, if w(a) = a for all individuals a € dom(7), and the validity T, 7 |= &
for atemporal CQ ¢ is defined inductively:

I,mECH) iffZTEC((t))

I,?T ): T(t1,t2) iff 7 ): T(?T(tl),ﬂ(tg))

I,rEpi AN iff T, = 1 and Z, 7 = o
I,mE=Jye iffdec A:n’ =nly/e]and I, 7' = ¢

where the notation wy/e| represents a binding 7 extended with 7(y) = e if y is not in
the domain of w, otherwise the original value for y is replaced by e.
The validity for a TCQ ¥ and a KB K = (T, (Ai)o<i<n) is extended as follows:

K,i,mE¢e ifftVZ =7 A, Z,m =

’C,i,ﬂ |:W1 /\g/g iff’c,i,ﬂ' ':Wl andIC,iJr ':!pg

K,i,m = Oov iffi<nandK,i+ 1,7 =¥

Kyiy,n =0~ ¢ iffi>0andK,i— 1,7V

Kyi,m EO U iff Tk, i <k <n:KkrE¥
andVj, i <j<k:K,j,mEW"

’C,i,ﬂ ':gﬁSg/g iffEIk;,OSkgi:IC,k;,Tr ':WQ
andVj, k<j<i:K,j,m E¥"
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For a binding , if, for every i, VI =7 A;Z = K, this implies T |= W. If such
evaluation exists, we write K = W and we say 7 is a match for ¥ in K. For a tuple
of individuals c1,...,c, mapped to a tuple of answer variables x1,...,x, we say
C1, ..., Cp is acertain answer for ¥ in I, ift K |E W[z, ..., 2, /c1,. .., cn]. We denote
a set of certain answers for ¥ as Ans(¥).

Definition 5. A union of temporal conjunctive queries (UTCQ) Q(x) is a disjunction
of temporal conjunctive queries (see Definition 3):

Q(x) = {z | teonji(x,c) V...V tconj,(x,c)}

4 Answering a Union of Temporal CQs Over a Sequence of
ABoxes

4.1 Algorithm Answering a Union of Temporal CQs

The idea of answering a UTCQ against a set of ABoxes is to use temporal operators as
the means of detection of time points at which atemporal CQs should be evaluated. Due
to the recursive nature of such temporal operators as S , U we have to store all the
ABoxes and the values of particular CQs depending on the operator. Intuitively, given
¥ = O¢ at a time point ¢, ¢ is evaluated at the time ¢ + 1, and so on.

To be able to combine certain answers obtained from different CQs of one TCQ,
let’s take a closer look at the nature of certain answers.

A certain answer to a CQ ¢ is a binding 7 of each x; € « (distinguished variables)
to some individual name that appeared in the KB /C, such that in all models of /C,
K |= ¢(m(x)). There could be more than one certain answer for a CQ ¢, so further we
shall consider a set of certain answers for a query ¢(x). A correspondent set of matches
for ¢ actually produces some k-ary relation, where k is the arity of a CQ ¢.

A certain answer to a UCQ @ is a combination of answers of CQs in @, i.e.c;U...U
¢, where n is a number of CQs in @. For such a combination there are two possible
situations: (i) disjuncts ¢;,, ¢;, in UCQ & use pairwise disjoint sets of distinguished
variables (i.e. there are no common distinguished variables in two arbitrary disjuncts
of ®); (i) some disjuncts can share (some) distinguished variables of each other. To
deal with sets of certain answers (that are actually relations) we adopt two operators of
relational algebra, namely, X - a cross-product, and < - a natural join.

Cross-product operator x [5] is used for the case (i).

Definition 6. Given two bindings w1 : (x1,...,%) — A 7 : (Y1, Ym) — 4,
their cross-product, w1 X 9 is a binding 7 : X — A where x,y are free variables that
do not have any variables in common, and X = (Z1,...,Tn, Y1, -+, Ym)-

Join operator > [5] is used for the case (ii) to join two bindings w.r.t. common
variables in both bindings are mapped to same constant.

Definition 7. Given two bindings 71 : (x1,...,Zn,2) = A, 72 (Y1, Yms2) —
A, their join, w1 X 7o is a binding ™ : X — A where x,y, z are free variables and
X = (X1, oy Tny Y1y - - s Ym, 2), Uff €very common variable z must be mapped to same
constant ¢ € A.
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A correspondent binding for @ will be: for (i) m = 7y, X ... X 74, , and for (ii)
T =Tg, DA... DTy,
The following theorems show applications of x and > for bindings.

Theorem 1. Given a formula ® = ¢1 A ¢o, where ¢1, P2 are CQ formulas, a binding
T = 1 DX o is a match for D iff bindings w1, wo are matches for ¢1, ¢o.

Proof. It is true based on the definition of the join operator. O

Theorem 2. Given a formula ® = ¢1 V ¢o, where ¢1, ¢p2 are CQ formulas, a binding
T = Ty X 7o is a match for P iff the binding m is a match for ¢1 or the binding 7 is a
match for ¢o.

Proof. The = direction is trivial.

For <« direction, assume 71 : (21,...,Zpn,2) — A, 72 : (Y1, .., Ym, 2) — A, and
they are matches for ¢; and ¢-. From the nature of disjuntion, we know that formula ¢
is satisfiable if either ¢ or ¢- is satisfiable. That means if there is a match for either ¢4
or ¢o. If z appears in both of the CQs, renaming z in one of the CQs does not change
the validity. Therefore, we have that 7 : (z1,...,Zn, 2,Y1, .-, Ym, 2 ) — A which is
obtained from 7, X 75 is indeed a match for . O

Now, consider a structure of a certain answer to a union of temporal CQs (UTCQ).
It is a combination of answers to a (set of) TCQ obtained at proper time points, referred
by temporal operators used in a UTCQ.

One more thing to be explicitly addressed is that known algorithms for conjunctive
query answering, such as [6], [7], are focused on query entailment, that is, a Boolean
conjunctuve query answering. This means that the task of answering an atemporal CQ
requires a preprocessing step, and considers a Boolean conjunctive query answering
algorithm as a black box. Namely, at the preprocessing step a candidate match (a tuple
of variables, substituted via some binding 7 with a tuple of individuals c) is submitted
to a Boolean conjunctive query answering engine, and that engine decides if such a
candidate match is a certain answer.

Now, present the algorithm informally.

Eliminate temporal operators in a UTCQ The important step in our algorithm is to
get a normal form where the temporal operators are used to decide at which time
point should each CQ be evaluated. This is done by iterative applecation of the
expansion rules Table 1. For every O and O~ operators, we just shift one point
forward and backward. By doing these, we obtain a query that is in normal form
whose atoms are UCQs, except some recursion atom which is a TCQ.

Replace the boolean operators with relational operators Every conjunction is replaced
with join and every disjunction - with cross-product.

Retrieve an answer Use an arbitrary query answering algorithm [6-9] as a black-box
approach to compute a set of answers for a given UCQ. If the original UTCQ con-
tains U, S, 0,0, O, O, the normal form of the transformed query might
contain a recursion. In such case, if the time point ¢ < 0 or ¢ > n, then return (),
else evaluate CQs with leading O or O~ for U, S and for derived modalities (if
any).
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Algorithm 1 Decide ()

Input: I = {7, (Ai)o<i<n} : knowledge base consists of a TBox and a sequence of ABoxes
atatime point¢,0 < ¢ < n
Q@ :aUTCQ
Output: Ans(Q, 1) - a set of certain answers to () at time point %
Ans(Q,i) =0
repeat
Ans' = Ans(Q, 1)
iftQ=TCQ: Vv TCQ: then
Ans(Q,1) = Ans(TCQ1,1) x Ans(TCQ2,1)
end if
iftQ=TCQ1 ANTCQ: then
Ans(Q,1) = Ans(TCQ1, 1) <1 Ans(TCQz2, 1)

end if
if Q =0~ TCQ then
if i=1 then
Ans(Q,1) =0
else
Ans(Q,1) = Ans(TCQ,i — 1)
end if
end if
if Q = OTCQ then
if i=n then
Ans(Q,i) =0
else
Ans(Q,1) = Ans(TCQ,i+ 1)
end if
end if
ifQ=TCQ1UTCQ- then
if i=n then
Ans(Q, 1) = Ans(TCQ2, 1)
else
Ans(Q,1) = Ans(TCQ2,1) X (Ans(TCQ1,1) > Ans(Q,i + 1))
end if
end if
ifQ=TCQ1STCQ:> then
if i=1 then
Ans(Q,1) = Ans(TCQ2, 1)
else
Ans(Q,1) = Ans(TCQ2,1) X (Ans(T'CQ1,1) 1 Ans(Q,i — 1))
end if
end if

until Ans’ = Ans(Q,1)
return Ans(Q,1)
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Table 1. Equivalence rules of LTL for future operators. Taken from [4]

idempotent rule oy = ooy
QU = OQ¥
%L{(%L{%) E'I’lz/{SPQ

(%L{&%)L[Wz = le/{g;z
commutativity rule ooV =oa¥
SOU =00V
O(W1 Z/l WQ) = (OW1 Z/l O Wz)
distributivity rule O AW,) = (O A O%:)
STy VW) = (OF V OWs)
O(Epl A EPQ) (O% A OEI’Q)
O V) = (0¥ V OWs)
(T AD)UW3) = (U1 U W3) A (P2 U P3))

(!pl u (Epz V Sp;g)) (('1/1 u sz) \Y (Epl U Wg))
temporal recursion rule oy =v Aoav
QU =¥ VOOV

Wl U WQ = WQ Vv (W1 A O(Wl U WQ))
absorption rule QOoVv = OV
odoav = oov

In Table 1, presented are some equivalence rules in LTL, used in Algorithm 1.

For the illustration of Algorithm 1 consider some examples, assuming that Algo-
rithm 1 returns a set Ans of answers to ¥ at the time point 4.

Example 3. Given a TCQ query ¥ = O~ (®1 U P,) at a point i.

Ans(W,i) = Ans( O™ (P4 U D3), 1)
«\move back one point by O~
= AﬂS(@l U @Q,i - 1)
\expansion rule for U
= AﬂS(@Q \Y (@1 A OW),’L - 1)
*\transforming Vv
= Ans(éﬁg,i — 1) X Ans(@l ANOW, 1 — 1)
*\ transforming A
= Ans(@gJ — 1) X (Ans(@hz' — 1) > Ans( ov,i— 1))
x\move forward one point by O
= Ans(éﬁg,i — 1) X (Ans(@l,z' — 1) D Ans(W, z))

If i = 0in Ans(®2,i — 1) and Ans(®1,i — 1), then the evaluation of ¥ is the empty
set.

A more complex example is given below.
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Example 4. Given a TCQ query ¥ = &~ (P U P5) at a point 4.

Ans(¥,i) = Ans (O™ (D1 U D2), 1)
«\expansion rule for &~
= Ans((@l Uu @2) \Y Oikp, Z)
*\transforming V
= Ans(@l U @2,i) X Ans( o~ v, Z)
*\move back one point by O~
= Ans(@l U @271') X Ans(W,i — 1)
*\ We substitute &1 U P, with ¥’
Expansion rule for U/
= Ans(@g V(@1 A OW’),Z‘) X Ans(W,i — 1)
\transforming V
= Ans(@g,i) X Ans(@l A OLD’),Z') X Ans(@,i - 1)
*\transforming A
= Ans (452, z) X
(Ans(@l,i) > Ans( O W',i)) X Ans(@,z’ — 1)
x\move forward one point by O
= Ans(@s,1) x (Ans(@y,1) b0 Ans (Wi +1) ) x Ans(#,i — 1)

Ifi = nin Ans(¥',i + 1), then Ans(¥’,i + 1) is evaluated to the empty set.

There is one thing we have to ensure that in the intersection of two sets of answers
for conjunction of CQs a certain answer is obtained, i.e. there is a common answer for
both CQs, otherwise an empty set. One way to do this is to retrieve all answers for each
CQ and then to intersect them to get some common answers. Another way is first to
retrieve an answer of a UCQ and then to decide if this answer is also the answer for
the other CQs in the conjunction, otherwise keep retrieving and deciding until there is
no more answer obtained. The former way is preferred since it offers more practical
solution. It means that we can deal with it using relational algebra operators or database
language operators.

4.2 Termination, Soundness, Completeness of the Algorithm

Definition 8. (UTCQ closure). Given a temporal union of conjunctive queries @, its
closure set, C1(Q) is a set of query atoms closed under the following rules

ifge @ thenqe Cl(Q)

if O~ q € Q then ¢ € Cl(Q)

if Og € @ then g € Cl(Q)

if g1 Ag2 then g1,q2 € CI(Q)

if g1 Vg thenqi, g € Cl(Q)

if g U g2 then q1,q2,0(q1 U q2) € CUQ)
if g1 Sq2  then q1,¢2,07 (1 S q2) € CU(Q)

Since a closure set for a UTCQ is finite, Algorithm 1 terminates after a finite number
of steps.
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Theorem 3. (Local) termination. Given a UTCQ @ and a knowledge base
K ={T,(Ai)o<i<n} Algorithm I always terminates.

Proof. We can show the local termination inductively.

Base case. Any query is also cointained in the closure set of itself.

Inductive case.

(C(a), (a1, a2)) If we have a query ) which is atomic, then the closure set contains
C(a) orr(ay,as).

(O~ TCQ) For such query Cl(Q) = {TCQ,O0"TCQ}, i.e. evaluated are two el-
ements, and in case of i = 0 the value of O~T'CQ is known to be ), so Algorithm 1
stops after two evaluations.

(TCQy U TCQ-) For such query Cl(Q) = {TCQ2, TCQ1,TCQ1 U TCQa,
O(TCQLLUTCQ2)}

(TCQ1 S TCQ3) For such query Cl(Q) = {TCQ2, TCQ,,TCQ1 S TCQ3,
O(TCQ1STCQ2)} O

Theorem 4. Soundness. If for UTCQ Q its answer set Ans(Q(x), i), obtained with Al-
gorithm 1, is not empty, then Q) has at least those certain answers that are in Ans(Q, ).

Proof. We prove by induction. We start with evaluating non-temporal query, i.e. a query
containing no temporal operator.

Base case If we have an atomic query in the form of C(a), then using any ap-
proach of CQ answering we obtain all the answers for the query () entailment over
K =A{T,(A)o<i<n}. H K = C(a) and a € Ans(Q(x), 1), the function returns a
and this value is stored in Ans(Q(x),). By Definition 4, this result tells us that the
individual a is a certain answer to the query C(x) w.r.t. the match w(x) = a. The same
result is obtained if we have atomic query in the form of (a, b).

Inductive case can be obtained by Definition 4. O

Theorem 5. Completeness. If a UTCQ Q has a certain answer ans, then Algorithm 1
shows that this answer is in Ans(Q, ).

Proof. By contradiction. Assume that (i) Q(x) has a certain answer ans w.r.t m, (ii)
Ans(Q, ) - is a set of certain answers obtained by Algorithm 1, and (iii) ans &
Ans(Q, 7). By (i), we know that K = Q(ans) and that for all time points 0 < i < n
in all models Z, such that Z = K, Z |E Q(ans). By (ii), for Algorithm 1 to return
Ans(Q, 1) such that ans ¢ Ans(Q, ) there are several reasons for it.

Q is atomic. If @ is atomic, i.e. in the form C(z) or r(z,y), then we know that
Ans(Q, 1) does not contain ans. This means that there is a model Z of a knowledge
base K which does not entail () (ans). But this is a contradiction to our assumption (i).

(TCQy ANTCQ2). If Ans(Q,i) does not contain ans, according to Algorithm 1
it means that ans ¢ Ans(TCQ1,i) <t Ans(TCQs,1). This, in turn, leads to the
existence of a model Z of a knowledge base C such that Z = TCQ(ans) and Z ¥
TCQ2(ans) or vice versa, that contradicts to (i).

(TCQ1 vV TCQy). If Ans(Q, 1) does not contain ans, according to Algorithm 1
it means that ans € Ans(TCQ1,i) x Ans(TCQ2,1). This, in turn, leads to the ex-
istence of a model Z of a knowledge base K such that either Z ¥ TCQq(ans) or
T ¥ TCQ2(ans), that contradicts to (i).
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(O™TCQ). If Ans(Q, 1) does not contain ans, according to Algorithm 1 it means
that ans ¢ Ans(Q,i — 1). This, in turn, leads to the existence of a model Z of a
knowledge base K such that Z, i — 1 ¥ Q(ans), that contradicts to (i).

(TCQ1 U TCQ2). If Ans(Q, 1) does not contain ans, according to Algorithm 1
it means that ans ¢ Ans(T'CQ2,i) x (Ans(TCQ1,1) > Ans(Q,i + 1). This, in
turn, leads to the existence of a model Z of a knowledge base /C such that either Z, i ¥
TCQa(ans) or Z,i ¥ TCQ1(ans) and Z,i + 1 ¥ Q, that contradicts to (i).

(TCQy S TCQ2). If Ans(Q,4) does not contain ans, according to Algorithm 1
it means that ans € Ans(TCQ2,1) X (Ans(TCQ1,i) > Ans(Q,i — 1). This, in
turn, leads to the existence of a model Z of a knowledge base K such that either Z, i ¥
TCQz(ans) or Z,i ¥ TCQ4(ans) and Z,i — 1 ¥ Q, that contradicts to (i).

The proof for the temporal operator O acting in the direction of future can be com-
pleted in the same manner. O

5 Related Work and Conclusions

Transition graphs for a temporal query language answering over a finite set of versions
of a database were investigated in [10]. The expressivity of a temporal query language
presented is however restricted either to past [11], or to future [10], [12] direction
of time. Known are several algorithms for answering unions of conjunctive queries
over knowledge bases with static TBox and ABox, for example works of Ortiz [6],
Glimm [7], Tessaris [9], Motik [8] should be mentioned. Any of those algorithms could
serve as a basis for finding answers to atemporal CQs at particular time points, whereas
possible extensions of those algorithms for the application to a sequence of ABoxes is
an open question. A language of temporal conjunctive queries with negation, together
with the computational and combined computational complexity is intriduced in [13].
Summing up, obtaining benefits from keeping a large evolving ABox of a knowledge
base in a database and applying TBox of that knowledge base to obtain missing as-
sertional axioms is one of the ways of dealing with complex evolving domains. It is
interesting, due to high computational complexity of temporal conjunctive query an-
swering in general, to find a balance between the expressivity of a query language and
its practical applicability.
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Abstract. Methods of nonstationary nonlinear time series forecasting under
bounded a priori information provide an interdisciplinary applications area that
is concerned with learning and adaptation of solutions from a traditional artifi-
cial intelligence point of view. It is extremely difficult to solve this type of
problems in its general form, therefore, an approach based on the additive
nonlinear auto regressive model with exogenous inputs and implemented on the
base of parallel adalines set has been proposed. To find optimal combination of
forecasts, an improvement of global random search has been suggested.
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1 Introduction

‘Conscious’ decision making, in all possible varieties, is perhaps the most principal
goal of artificial intelligence systems. Necessary ‘creativity’ implies the ability to
produce novel solutions which are better than previous ones. The computational tools
that assist in decision making should be such that they should take into all aspects of
dissimilarity between a priori and a posteriori uncertainty. Uncertainty account is, per
se, a manifestation of information deficiency, and relevant information is, on the con-
trary, a capacity to reduce uncertainty. An elimination of such rich in content gaps
provides groundwork of knowledge engineering and management. In machine intelli-
gence, manifold forecasts can be used for knowledge producing. The goal of the paper
consists in reasonable (perfectly optimal) combination of forecasts to provide reliable
semantic interpretation of achieved results with purpose knowledge generation.
Nowadays mathematical forecasting models of the behavior of objects, systems
and phenomena in a wide variety of applications are well understood. There is a
wealth of publications on this subject. It should be noted that the behavior of the ob-
jects is often given in the form of time series. Thus to forecast its behavior a variety of
approaches to the analysis of time series can be used. Such approaches can be either
traditional statistical methods (regression, correlation, spectral, Box-Jenkins) or adap-
tive, based on an exponential smoothing, tuning or learning forecasting models, or
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intellectual, using vrious neural networks.

At present there are many objects (financial, economical, biomedical, etc.), de-
scribed by time series containing unknown behavior trends, seasonal components,
stochastic and random components, which significantly complicate synthesis of an
effective predictive model. This complexity is especially pronounced in the environ-
mental monitoring problems [1], where the analyzing time series have in equal meas-
ure stochastic and chaotic type of changes, have apparent nonstationarity and are sub-
jected to striking changes.

In these conditions artificial ccc have proved to be useful tools in the best way [2-
13]. As arule, they realize so-called NARX-model [14], which has the form

y(k)y= f(k=1),..y(k—np), x(k =1),..., x(k —np) (1)
where (k) is an estimation of forecasted variable y(k) at discrete time k=12,...;
f () denotes certain nonlinear transform which is realized by a neural network; x(k)
is the observed exogenous factor that influences the behavior of y(k); na, ng are

observations memory parameters.

Moreover, it is not a matter of available observations insufficiency, since proper-
ties of time series (e.g. such indicator as air pollution in ecological forecasting) are
changed so often that a neural network does not have time to detect separate station-
ary parts. In this connection there is a need to construct based on the neural network
approach simplified predictive models for training which require the small enough
volume data set.

2 Synthesis of a forecasting model

In conditions of input data lack instead of NARX-model (1) it is appropriate to use the
so-called ANARX-model introduced in [15, 16] and fully investigated in [17, 18]. In
general ANARX-model can be written as

Yk = ik =1, x(k =)+ f2(v(k = 2), x(k=2)) +...
¥ Fnax .y Ok =), x(k — np)) = @
max{ng, np

}
= 1§ ik =1), x(k=1))

where original task is decomposed into many local ones with two input variables
y(k=10),x(k=1), [=12,....max{na,ng} .

For such nonlinear transforms it is quite convenient to use so-called N-adaline
(abbr.: adaptive linear element) [19-21] that provide quadratic approximation of the
data sequence. Fig. 1(a) demonstrates the architecture of N-adaline and (b) illustrates
the architecture of ANARX-model constructed using N-adaline.

As we can see, N-adaline represents a generally accepted two-input adaline with a
nonlinear preprocessor formed by three blocks of the product (I1) and the evaluator
of the quadratic combination in the form

Sik = 1), x(k = D) = wio +wiyy(k = 1)+ wioy?(k = 1)+ wis y(k = Dk = 1) + wiax? (k = 1) + wysx(k 1)
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where each N-adaline contains 6 synaptic weights wy,, [=12,..,max{n4,np},
p=0,..,5. As a matter of fact, ANARX-model is formed by two lines of delay ele-

ments z~! and max{ny,np} parallel learned N-adaline.

1 )'m/< 1::; e

=]

> > z-l I-Aa) 3 >
FO), x(k-D)) r:‘_N i)

xlk—{)

n N -)\,. - _ o "
fi(e) FEmaxing, ngl
(a) N-adaline (b) ANARX models
Fig. 1. N-adaline and ANARX models based on N-adalines

Each from N-adalines is configured with any of the linear learning algorithms [22],
however, it is clear that a limited amount of a priori information requires the use of
time-optimal procedures. As such can be, for example, adaptive-multiplicative modi-
fication of Kachmarz adaptive algorithm [23], which assumes in this case the form

(k)= w] (k=i (k)
B+ [or(0)|

Where wp = (WZO9W119W123Wl33wl45W15)T 5 (Pl(k) = (lsy(k - l)3y2(k - l)’ J’(k - Z)x(k - 1)3

wi(k) =wi(k=1)+y

9(k) ©))

x2(k—1),x(k—1)T; 0<y<2, B=0 are some algorithm parameters selected on the

base of empirical reasons.

If the data sequences are ‘contaminated’ by perturbations, instead of the one-step
algorithm (3) it is profitably to apply procedures that provide filtering of perturbation
and at the same time they have to be suitable for using in non-stationary conditions. It
should be noted that modification of the recursive least squares method on a sliding
window can be used [24]. The traditional estimation method of least squares on the
window with s observations has the form

wi(k) = (XK 0T () 12k, it

and recurrent one can be presented as
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Py(k=Doi(k)o] (k)Ps(k=1)
1+¢] (k)Py(k=pi(k)
P(k)i(k = 5)oF (k= 5)P(k) @

1= @ik = s)P(k)pi(k —5)
ps(k) = ps(k =1)+ ¢ (k)y(k) = i (k = s)y(k = 5),
wi(k) = By (k)ps (k).
We also note that if the algorithm (3) is in fact time-optimal gradient procedure,
then the algorithm (4) is produced by Gaussian-Newton optimization procedure.

P(k) = Ps(k=1)-

B

Fy(k) = P(k)+

3 Optimal combination of forecasts

In real conditions the choice of the forecasting model structure is not a trivial task,
especially that the same time series can be effectively described by a variety of differ-
ent models. Also, the value of the lag orders na, ng remains unknown what makes it
necessary to consider a set of competing models, and nonstationarity of analyzed
series necessitates the use of various learning algorithms (in this case, (3), (4)) with
different values v,B,s . Thus, there arises a set of forecasts of the same process, from

which we have to select the best.
To find the best forecast it is possible to use sufficiently effective approach, based
on the optimal combination of forecasts [25], under which optimal in the sense of

given criterion J¢ linear combination is searching for a set of existing forecasts of
the same series y;(k), j=12,..,m

m
y(k)= ZICjﬁj(k) 5
j:
where the parameters of the combination satisfy the condition of unbiasedness
m
2 cj=1. ()
j=1

In [25], an analytical approach to the weights ¢; finding in (5) by optimizing the
sum of squared errors criterion for forecasting with the constraints (6) is proposed.
The use of one-step squared forecast errors criterion leads to the estimation

it =210

m

2 k)
j=1

However, combining of the analytical parameter estimates can be obtained under
application of standard quadratic criterion J¢ solely that specified by linearity of it
derivatives so the solution of the problem reduces to solving a system of linear equa-
tions. At the same time for practitioners as a rule assess of the quality of forecasting
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using the residual variance is unconvincing, and therefore characteristics allowing to
estimate the accuracy in percentage are generally used, such as the criterion of a
minimum of absolute percentage error

¥ - 56 400,
W |0 (M)

or maximum of the determination coefficient
N
> (k)= p(k))?
R?=(1-—4= N )100% . ®)
2 (V(k)—ﬁ > w(k))?
k=1 k=1

N
MAPE =Y
k=1

It is obvious that in this case analytical estimations can not be obtained, and the use
of gradient optimization procedures becomes more complicated due to sufficiently
complex properties of functions (7), (8). In this connection the use of genetic algo-
rithms is proposed in [26, 27]. Though such algorithms can find the global extremum,
their own distinctive features are numerical awkwardness, they have a set of free pa-
rameters necessary defined by the user and at last it should be mentioned a low rate of
convergence. Therefore, notice should be taken to more an efficient approach based
on the random search [28] and its adaptive modifications. The most simple procedure,
which allows to search for a global extremum, is walking random global search [28].
In general, this procedure is a statistic extension of the regular gradient search, and to
provide the global search, random disturbance (k) superimposes on character on a

gradient movement what creates stochastic walking mode.
In the continuous case, the gradient method of minimization (maximization) of the

goal function J¢(¢) is reduced to the motion of a point c(¢) = c(?),..., ¢j(£),..., cm(?)

in m -dimensional space of adjustable parameters by a force directed toward the anti-

gradient.
The trajectory of movement by antigradient c(¢) leads tuning process to a singular

point. If starting point ¢(0) belongs to an attraction region of global extremum then

the corresponding trajectory will lead to a global minimum of the function J¢(¢) . But
if the point ¢(0) does not belong to this region, the movement in the direction of anti-

gradient will result in a local minimum, from which it is impossible to get out under
the influence of forces directed by antigradient. Exactly because, it is helpful to use a
random mechanism. Random shocks may help point ¢(¢) to overcome the barrier that

separates the local minimum in which the learning process hit from the area in which
the objective function J€¢(¢) could further decrease. Under the influence of ‘skew’

toward anti-gradient and random shocks such movement is determined by the differ-
ential equation

de(t) c
- W+ 80)

where {(¢) is m -dimensional normal random process with zero mathematical expec-
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tation, delta-figurative autocorrelation function and components variance cé;n is

parameter of step, V. denotes gradient vector. It should be emphasized that for func-
tion (7) the components of the gradient can acquire the value +1 or —1. Generally,
this algorithm provides searching for a global extremum [29].

Searching for global extremum can be speed up by reasonable selection of G% and

an adaptation during this process can be introduced in two ways. First, under intro-
ducing inertia in the learning process, it is possible to get a search similar to the
movement by the method of ‘heavy ball’ [30]. Such movement is described by the
differential equation

dzc(t) bdc(t)
dt? dt
where b is shockproofing coefficient (the more b, the less manifest of inserted iner-
tia).
On time series processing, i.e. in discrete time, procedure (9) corresponds to the
learning algorithm, described by the second order difference equation [31]

(k) = c(k =1) +be(k = 2) =n(k)V e J € (k) + (1) (10)
coinciding under b =0 with walking random search. It is interesting to note that (10)
is none other than the ARX- model of the second-order.

Second, the adaptation in the process of global search can be introduced by random
process {(¢) control, for example,

-nVJ<(t)+ () )

O 5 (-0 s o2me) an

where 6>0 is a autocorrelatlon parameter of random process () ; H(¢) is a vector
of flat random noise. Introduce a modification of (11) in the discrete form

Ck) = (1= 8)C(k — 1)~ e (k)AJ (k) + oZH(k) (12)

where A is the symbol of the first difference (discrete analogue of the derivative).
As it is easily seen from (11), (12), the optimization of the search process can be

performed by appropriate selection of parameters 6, n¢ and Gé , since each of them
acts on the certain properties of the search. Indeed, variation of the autocorrelation
parameter & determines the rate of the process {(k) decay that regulates its relations

with the past. Thus, one can have an influence upon a search making it more or less
dependent on the previous history if it is necessary.
Some few words of comment are desirable for parameters & and m¢ interaction

explanation. If the search step m determines the intensity of accumulation of learn-

ing experience, then 8 characterizes the level of this experience forgetting during the
search. In this sense, these parameters are antagonistic. If in general =0 and there
is no forgetting the vector n¢ (k) increases in the direction of anti-gradient. Variance
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of the process ne(k) is determined by the value G% and intensity of the flat random

noise disturbance H(k). If cé is sufficiently large then search may become unstable

and, at low value, global properties are worsening. Thus, the use of a modified global
random search allows simplify significantly the process of linear combination
cj(k), j=12,...,m tuning.

4 Conclusion

The problem of nonstationary nonlinear time series forecasting under bounded a priori
information has been considered. An approach based on the additive nonlinear auto
regressive model with exogenous inputs and implemented on the base of parallel
adalines set has been proposed. To find optimal combination of forecasts, an im-
provement of global random search has been suggested. Distinctive feature of the
approach is the computational simplicity and high performance attained by significant
reducing the number of adjustable parameters.
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Abstract. The paper presents the results of evaluating the software solution for
ontology instance migration problem in the use case involving the ontologies
used in construction industry — freeClass and eClassOWL with the Bau-
DataWeb dataset representing the individuals. Ontology instance migration
problem is understood as a sub-problem of ontology alignment. Our methodol-
ogy assumes (semi-) automated iterative process possibly involving a human
for validating the results. The process consists of the two steps: (1) schema-
based mappings discovery done by the agent-based matcher software; and (2)
ontology instance transformation and migration according to the discovered
mappings done by the ontology instance migration engine software. The
evaluation experiment has been conducted in two phases and yielded results of
acceptable quality in terms of precision, recall, and f-measure.
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1 Introduction

Ontologies are being widely adopted today in the academic world and increasingly
attract the attention of researchers and practitioners in information technology and
knowledge-based system development and applications. Many authors, e.g. [1], argue
that ontologies constitute the substance of the advanced technologies for solving the
problems of interoperability, communication, and cooperation between different ap-
plications within the same environment. Indeed, ontologies conceptualize semantics
of the domains within a discourse that are common for interoperating systems. Thus,
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ontologies serve as a bridge for “understanding” between the systems or their parts.
Despite that, application of ontologies in industry still faces several problems.

The first group of problems concerns the inertia that is typical for the process of
application of advanced technologies in industry, e. g. [2]. This paper reflects the
views of the practitioners who have witnessed incomprehension and opposition in
trying to solve customer problems using ontologies. These problems are attempted to
be resolved through establishing a closer contact with domain knowledge stake-
holders and their more active involvement in the development of ontologies — e.g. [3].
Another complementary and important activity is lowering the effort for developing
ontologies which could be done via providing the tool support for domain experts
taking part in ontology development.

The other important stratum of problems in the application of ontologies in indus-
try is related to the re-use of existing large industrial knowledge bases, collections, or
ontologies and the exploitation of those knowledge assets within large enterprise in-
formation systems (IS). Obviously it is obligatory to provide stable interoperation of
ISs in industrial settings to prevent substantial errors in maintenance, production, and
sales. However the use of ontologies per se doesn’t completely solve interoperability
issues as it essentially raises heterogeneity problems to a higher level [4]. So, the
methods for aligning ontologies need to be provided to understand and explicitly
specify semantic mappings between these different conceptualisations. Industrial
ontologies as a rule contain large quantity of individuals (or instances). Hence, an
important and typical sub-problem of ontology alignment in industrial settings is on-
tology instance migration that is the process of transferring instances between aligned
ontologies. The numbers of the individuals in industrial knowledge bases is very often
high, so their manual alignment is not feasible. Therefore it is important to provide
the tools that at least partially automate the process of alignment and do that with the
quality acceptable for industries. Another important aspect of the use of ontologies in
industrial settings is that industrial ISs are often distributed and belong to autonomous
business entities. In such settings using intelligent software agents for ontology
alignment and ontology instance migration in particular becomes an attractive imple-
mentation pathway.

The remainder of the paper is organized as follows. In section 2 we provide a clas-
sification of industrial applications of ontology alignment types of problems and de-
scribe some typical use cases. Based on this classification, we analyze industrial re-
quirements to ontology alignment solutions. Section 3 outlines our software solution
for ontology instance migration problem. Section 4 reports about the setup and results
of our evaluation experiments. Finally the conclusion is given and the plans for the
future work are outlined.

2 Related Work, Applications, and Use Cases

Surveys of ontology alignment for a wide range of applications can be found in [5],
[6], [7]. Applications of agent-based ontology alignment and respective requirements
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are analyzed in [8]. This paper focuses on industrial applications of ontology
alignment in broad and ontology instance migration as its sub-problem [8].

The following industrial application categories may be outlined that require
ontology alignment and instance migration solutions.

1. Industrial knowledge-driven simulation models. Simulation models are
widely used in industry ([9], [10], [11]). The complexity level of modern simulation
systems requires the use of knowledge-based models. This knowledge may be related
to various branches of science, engineering disciplines, can contain different models
satisfying different demands. This requires the use of ontologies and related activities
such as ontology merging and alignment.

2.  Industrial information systems in the context of Semantic Web and
eCommerce. eCommerce is a type of industry where buying and selling of product or
service is conducted over electronic systems such as the Internet and other computer
networks. In order to perform such an exchange of business information, this informa-
tion must contain product (or service) descriptions. As a rule such information is pre-
sented in the form of product or service ontology [12]. Good examples of such on-
tologies are [13], [14], [15]. When a business process involves more than one party or
in a case of using more than one source respective ontologies obviously have to be
aligned. This situation is also typical for The Semantic Web where ontologies along
with intelligent software agents are the main pillars [16].

3. Integration and interoperability of heterogeneous enterprise ISs. Today
information ecosystem of a modern enterprise as a rule contains numbers of applica-
tions from different vendors and used for different purposes. In order to effectively
use these heterogeneous applications together with distributed data and knowledge
repositories they must be integrated into a single system. Likewise implementation
and deployment of new software solutions must be reconciled and integrated with
legacy software systems. Here ontologies may be used not only as domain knowledge
representation models, but also as mediators for integration of heterogeneous applica-
tions. Enterprise integration attracts substantial interest of research community and a
number of solutions are proposed (e.g., [17], [18]).

4. Knowledge sharing and migration between enterprise ISs. Interaction and
cooperation of modern enterprises often implies knowledge sharing and migration. In
such a way enterprise may enrich and harmonize their knowledge assets. In this case
knowledge models obviously must be reconciled and aligned. This issue is not widely
addressed in literature (but some early efforts, e.g. [19], are described) as it usually
requires some (combination of) typical ontology management activities (such as on-
tology evolution and knowledge sharing — please see some details above).

Each of the application categories sets up some requirements to specific alignment
methods used within the category. Due to the wide variety of ontologies used in
industry it is difficult to set up a detailed set of requirements for ontology matching
methods. These requirements may substantially vary depending on ontology size and
structure so we outline only the most general observations. We analyze the require-
ments for ontology alignment regardless to industrial application in [8].

Run-time. 1st and 2nd categories assumed the matching process to be performed
at run-time. In that case the maximum level of automation must be reached. In 3rd
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and 4th categories it is allowed to perform matching and relative activities previously
and separately. This allows active involvement of experts to the matching process (for
alignment validation, relevance verification, etc.).

Completeness. Completeness is of the most importance in the 1st and 3rd cases. It
is important not to miss knowledge in these cases. At the same time, in the 2nd
category the response time of method implementation to a system query is more
critical as in that case matching is usually performed during runtime.

Relevance. In the 4th case, the relevance of knowledge is the most critical
(particularly during migration from an older system to a newer one). Here it is first of
all important to save actual knowledge, but some obsolete knowledge may be
discarded.

3 Solution Overview

The main focus of the paper is evaluation of ontology alignment and instance migra-
tion methodology in industrial settings. The methodology assumes (semi-) automated
iterative process of ontology alignment and instance migration with possible human
intervention for checking the correctness and setting up the process. The overall
methodology consists of two steps: (1) mapping discovery and determination of struc-
tural differences between ontologies and (2) ontology instance transformation and
migration according to the determined differences.

The first step is essentially the process of ontology matching with the only differ-
ence that it results not only in ontology alignment but also produces an output of a set
of transformation rules that further drive the process of ontology instance migration.
The solution for the first step is based on the implementation of meaning negotiation
between intelligent agents (we call this agent-based solution ABOA matcher [8]). The
matching process embodies the strategy that originates from [20] and is described in
detail in [21]. Negotiations among the agents are conducted in an iterative way and
with an aim to reduce the semantic distance between the negotiated structural contexts
of the respective ontology schemas. A negotiation is stopped when the distance
reaches a commonly accepted threshold or the parties exhaust their propositions and
arguments.

At the second step agents use Instance Migration Engine in order to transfer in-
stances between ontologies based on the transformation rules generated at the first
step. Instance migration results in the transfer of all the assertions that do not require
the resolution of the problem cases by the ontology engineer. The cases that caused
problems are recorded in the migration log. The details on the second step of the
methodology are described in [22].
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4 Evaluation Experiment

To test our methodology and solution of ontology alignment and instance migration
we choose real industrial ontologies: freeClass' ontology for construction and build-
ing materials and services and eClassOWL? [14] — the web ontology for products and
services. The dataset of the European building and construction materials market for
the Semantic Web (BauDataWeb®) has been selected as the set of assertions for mi-
gration. Structural parameters of the ontologies are presented in Table 1. General
experimental set-up specified in ISO/IEC 24744 notation for describing methodolo-
gies [23] is pictured in Figure 1.

Table 1. Structural parameters of industrial ontologies used in the second experiment

Total number Nu_mber qf Number of ~ [Number of object] Number of data | Number of
’ logical axi- . ) S

of axioms oms classes properties properties individuals
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eClassOWL 360243 117090 60662 4900 2453 4766
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Fig. 1. The set-up of the evaluation experiment

The test case doesn’t contain any reference alignment. Hence, we had to determine
reference mappings manually in order to objectively judge about the obtained results.
For convenience both freeClass and eClassOWL ontologies may be divided into 2
parts. The first parts are actually the sets of entities directly inherited from the

Uhttp://www.freeclass.eu/ — the ontology for construction and building materials and services

2 http://www.heppnetz.de/projects/eclassowl/ — the web ontology for products and services

3 http://semantic.eurobau.com/ — BauDataWeb: the European Building and Construction Mate-
rials Database for the Semantic Web



104 M. Davidovsky, V. Ermolayev and V. Tolok

GoodRelations ontology® [13] and also some concepts from other common-sense
vocabularies. The schemas of those parts of the ontologies are almost identical, so the
difference is mostly in the sets of individual assertions. Further, those parts do not
cause any problems in the discovery of the reference mappings as the entities mainly
have human-understandable names and labels. Based on the analysis of the above-
mentioned parts of the ontologies we constructed the set of reference mappings (fur-
ther mentioned as Alignment 1). The second parts of the ontologies consist of internal
entities that do not have understandable names (the names represent some identifiers
composed of numbers and characters), but some of them still have labels with de-
scriptions. Due to the big quantity of those entities we did not analyze the whole sets
and choose the 20 entities that are semantically similar. Then we discovered respec-
tive mappings for those chosen entities (further mentioned as Alignment 2). The pa-
rameters for both alignments are presented in Table 2 where for brevity we include
only the information about the classes and properties.

Table 2. Parameters of reference alignment for the experiment with the BauDataWeb dataset

Number of mapped entities

Classes Object properties Datatype Properties
Alignment 1 53 55 53
Alignment 2 20 11 0

Thus, the experiment with the BauDataWeb dataset has been performed in two
phases. Within the first phase we constructed the reference alignment (Alignment 1)
and started the matching process using the ABOA matcher. Then we found the map-
pings that correspond to Alignment 1 and compared them to the reference ones.
Alignment quality values for the results of this step are very high (Table 3, row 1) as
these parts are almost identical.

Table 3. Matching results

Experiment Alignment Quality Measures

Step Precision Recall F-Measure
1 0.99999 0.99999 0.99999

2 0.69552 0.42384 0.52671

It might be considered that the Alignment 1 in our experiment is not a topically in-
teresting case as the semantic differences are tiny and could be easily discovered
manually. However, this experimental phase represents a good case for validating the
generated instance transformation rules and instance migration quality. In this phase
all of the generated transformation rules were correct. More details on the transforma-
tion rules could be seen in [22]. Within the second phase we determined the Align-
ment 2 and tried to find the respective mappings within the alignment discovered by
the matcher. The alignment quality measures for the second phase are lower than for

* http://www.heppnetz.de/projects/goodrelations/ — the web vocabulary for e-commerce
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the phase 1, which is conditioned by the relatively weak semantic similarity between
the structural contexts [20] that correspond to these parts of ontologies. It is also
worth noticing that the Precision value is noticeably higher than the Recall one within
phase 2. It is so because string-based structural similarity measurement methods yield
high values on labels. Labels can contain parts (e.g. words) that are common for many
of them, but respective entities in general are not semantically similar. For example
the comparison of labels “construction technology” and “pump technology” will give
noticeably high similarity values. However those labels belong to the entities that are
obviously not that similar semantically.

5 Concluding Remarks and Future Work

The paper presented the experiment evaluating our methodology and software solu-
tion for ontology instance migration on real-world industrial ontologies. The experi-
ment shows acceptable results that allow a positive judgement about the applicability
of our methodology in industrial settings. The results also suggest some directions for
the future work. The experiment with large ontologies (BauDataWeb dataset) shows
that the ontology instance migration engine allows migrating about several million
instances using a conventional desktop computer. Hence, a technique to overcome
this upper limit is needed for scaling the tool up to the volumes characteristic to Big
Semantic Data. Looking for such a technique is on our research and development
agenda. In the future we also plan to conduct a series of experiments with the ontolo-
gies specified in OWL sublanguages® and OWL 2 profiles’. Another important direc-
tion for the future research is evaluating our approach on ontologies having different
structural patterns like a taxonomy (tree-type) structure, a network structure (ontolo-
gies rich with object properties), OWL graphs with high and low vertex degrees, etc.
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Abstract. This problem analysis paper presents our position on how could the
solution be sought to the problem of extracting semantically rich fragments
from a stream of plain text posts. We first present our understanding of the
problem context and explain the focus of our research. Further, in the problem
setting section we elaborate the workflow for knowledge extraction from in-
coming information tokens. This workflow is then used as a key to structure our
review of the literature on the relevant component techniques which may be ex-
ploited in a combination to achieve the desired outcome. We finally outline our
plan for conducting the experiments with an aim to validate the workflow and
find a proper combination of the component techniques for all steps which may
solve our specific research problem.
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1 Introduction

The dramatic growth of data volumes we face today is accelerated by the increase of
social networking applications that allow non-specialist users create a huge amount of
content easily and freely. Equipped with rapidly evolving mobile devices, a user is
becoming a nomadic gateway boosting the generation of additional real-time sensor
data. The emerging Internet of Things makes each and every thing a data or content,
adding billions of additional artificial and autonomic sources of data to the overall
landscape. Smart spaces, where people, devices, and their infrastructures are all
loosely connected, also generate data of unprecedented volumes and with velocities
rarely observed before. Noticeably, the major part of the new data comes in streams.
An expectation is that valuable information will be extracted out of all these data to
help improve the quality of life and making our world a better place — for humans.
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Humans are however left bewildered about how to use, analyze, understand all these
data, giving a proper account to its dynamics. A topical recent estimate of the need for
data-savvy managers in the United States is 1.5 million [1]. This manpower is needed
to extract and use valuable information and knowledge for further decision making.
The critical steps in this work are (i) extracting information and knowledge; and (ii)
bringing the descriptions of the reflections of the world or domain into a refined state
— accounting for the changes brought in by new data, at scale.

In this paper we focus on the step (i) extraction. In Section 2 we present the prob-
lem statement by giving basic definitions and providing our view on how could a
processing workflow look like. The plethora of approaches, techniques, technologies,
and software tools already exist for solving different parts of the overall problem.
Hence we analyze the related work and structure this analysis using the workflow as
the key in Section 3. Finally we conclude the paper and present our plans for the fu-
ture proof of concept experimental work in Section 4.

2 Problem Statement

Ontology is a complex artifact that comprises structural components of several types.
Further the structural denotation of an ontology used in Description Logics [2] is
exploited: an ontology O comprises its schema Sand the set of individuals
I: O=(S,I). Ontology schema is also referred to as a terminological component

(TBox). It contains the statements describing the concepts of O, the properties of
those concepts, and the axioms over the schema constituents.
If a finer grained look at an ontology schema is taken, one may consider S

comprising the following interrelated constituents: S ={S,5°, S”,S*}, where S

is the set of statements describing concepts, S© is the set of statements describing
object properties, S” is the set of statements describing datatype properties, and S

is the set of axioms specifying constraints over S, S, and S” (c.f. [3]). One may
notice that these constituents correspond to the types of the schema specification
statements of an ontology representation language L which is used for specifying O .
The set of individuals, also referred to as assertional component (ABox), is the set
of the ground statements about the individuals and their attribution to the constituents
of the schema.
Ontology Learning is the process of extracting the abovementioned constituents of
O from a text stream source. More specifically, the problem which is approached in
this research work is twofold:
For every individual plain text document (further referred to as information token)
arriving in the stream window DO:
(i) Extract ontological fragment (further referred to as knowledge token) specifying
the semantics of the information token.
(i) Refine the ontology O incorporating the changes brought in by the knowledge
token.
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The focus of this paper is the first part of the problem — the extraction of knowl-
edge tokens from information tokens of plain text in a particular professional domain
coming in a stream. The texts of ICTERI paper abstracts have been chosen as the
domain and source text corpus for our initial experiments — see also Section 4.

As an ontology is a complex artifact, the extraction of knowledge tokens from texts
is also a complex process. It comprises several steps and, possibly, iterations for ex-
tracting different structural constituents of S'and /. These steps produce several
types of outputs in a particular sequence, sometimes referred to as the ontology learn-
ing layer cake (c.f. [4]). Those outputs are terms — concepts and their instances —
datatype properties — taxonomic relationships and object properties — axioms. Based
on [5] we present in Fig. 1 a workflow putting together extraction steps, inputs, out-
puts, and required component technology types.

The overall workflow contains two consecutive phases — Text Pre-processing and
Ontology Extraction. Text Pre-processing phase gets the information token as a plain
text input and produces its structured representation as a set of terms by applying
several statistical and linguistic techniques. All the tasks of the Ontology Extraction
Phase use the output of Phase | as their input and incrementally build up the knowl-
edge token by adding different ABox and TBox constituents. For that statistical, lin-
guistic, semantic, and logical techniques are employed in combinations. Fig. 1 lists all
relevant component techniques per task. All of those are never used in implementa-
tions. Therefore our initial research objective is to find out which combination of
component techniques works best of all for our specific data — i.e. copes well with (a)
the texts of small size but belonging to a particular domain; and (b) limited processing
time constrained by a stream window lifetime parameter. Further, after this constella-
tion of component techniques is chosen, the objective would be to refine those which
do not provide results of a satisfactory quality in our problem settings.

3 Related Research and Available Component Techiques

In this section we will describe the component techniques, outlined in Fig. 1, which
we found relevant to our work. Those component techniques could overall be catego-
rized as linguistic, statistic, semantic and logical (c.f. [5]). As pictured in Fig. 1 they
could be applied at different steps and for different purposes. Though not explicitly
shown in Fig. 1, the steps may undergo iterations for refining their results. Therefore,
the workflow proposed in this paper could be considered as hybrid and iterative.

De-noising (statistical, linguistic). This is a method that extracts the de-noised text,
comprising the content-rich sentences, from full texts [6]. Processing of noisy text
becomes important because the quality of texts in the form of blogs, emails and chat
logs can be extremely poor. The sentences in dirty texts are typically full of spelling
errors, ad-hoc abbreviations and improper casing [7].

Tokenization. Tokenization is splitting the text into a set of tokens, usually words.
This process is unsupervised and can be performed automatically by progam-parser.

Part of speech detection/tagging (linguistic). Part of speech tagging (POST) is the
process of assigning one of the parts of speech to the given word. POST provides the
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syntactic structures and dependency information required for further linguistic analy-
sis in order to uncover terms and relations. POST is a semi-supervised or even unsu-
pervised process.

2
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Fig. 1. A workflow for knowledge token extraction

Lemmatization (linguistic). Lemmatization is the reduction of morphological
variants of the tokens to their base form that can be performed in unsupervised way.
For achieving this word form must be known, i.e. the part of speech of every word has
to be assigned in the text document. This process usually takes a time and may con-
tain errors.

Chunking (linguistic). Chunking is unsupervised splitting a text in syntactically
correlated parts.

Sentence parsing. Sentence parsing is identifying the syntactic structure of a sen-
tence, for example in a form of a parse tree.

Syntactic structure analysis (linguistic). In syntactic structure analysis, words and
modifiers in syntactic structures (e.g., noun phrases, verb phrases, and prepositional
phrases) are analyzed to discover potential terms and relations. It can be done in un-
supervised way.
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Relevance Analysis (statisitcal). The extent of occurrence of terms in individual
documents and in text corpora is employed for relevance analysis. This is semi-
supervised or even unsupervised technique.

Co-occurrence analysis (statisitcal). Co-occurrence analysis identifies lexical
units that tend to occur together for purposes ranging from extracting related terms to
discovering implicit relations between concepts [5]. This technique is unsupervised.

Clustering (statistical). Grouping together variants of terms to form concepts and
separating unrelated ones is known as terms clustering. It usually unsupervised tech-
nique. In this approach some measure of similarity is employed to assign terms into
groups for discovering concepts or constructing hierarchy [8]. Some of the major
issues in clustering are working with high-dimensional data and feature extraction and
preparation for similarity measurement. This gave rise to a class of featureless simi-
larity measures based solely on the co-occurrence of words in large text corpora. It is
known that clustering results are of acceptable quality only if a statistically represen-
tative (i.e. large) text corpora is processed. This fact limits the applicability of this
technique in our settings (texts of small size). However, used in the combination with
other techniques, clustering may yield some valuable addition to the result — and thus
needs to be tried.

Latent semantic analysis (statistical). Latent semantic analysis (LSA) is a theo-
retical approach and mathematical method for determining the meaning similarity of
words and passages by analysis of large text corpora. The main idea is that the aggre-
gate of all the word contexts in which a given word does and does not appear provides
a set of mutual constraints that largely determines the similarity of meaning of words
and sets of words to each other [9]. LSA can be useful in our investigation because it
is a fully automatic mathematical and statistical technique for extracting and inferring
meaningful relations from the contextual usage of words in text.

Sub-categorization (linguistic, semantic). Sub-categorization, or extracting sub-
categorization frames, is an approach to extract one type of lexical information with
particular importance for Natural Language Processing (NLP). Access to an accurate
and comprehensive sub-categorization lexicon is vital for the development of success-
ful parsing technology important for many NLP tasks (e.g. automatic verb classifica-
tion) and useful for any application which can benefit from information about predi-
cate-argument structure (e.g. Information Extraction) [10].

Using semantic lexicon (linguistic, semantic). A semantic lexicon is a dictionary
or thesaurus of words/terms labeled with semantic classes (e.g., “ongoing effort” is an
Activity) so associations can be drawn between words that have not previously been
encountered [11]. Semantic lexicons are a popular resource in ontology learning and
play an important role in many NLP tasks.

Dependency analysis (linguistic). Syntactic structure consists of lexical items,
linked by dependencies. They are binary asymmetric relations that are held between a
head and its dependents. Dependency analysis examines dependency information to
uncover relations at the sentence level. In this analysis, grammatical relations, such as
subject, object, adjunct, and complement, are used for determining more complex
relations. Dependency analysis is usually unsupervised approach.
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Association rule mining (statistical). Association rule mining aims to extract cor-
relations, frequent patterns, associations or casual structures among sets of items in
data repositories [12]. It is an unsupervised component technique which works well
for considerably big data corpora. Association rules highlight correlations between
features in the texts, e.g. keywords. Association rules can be easy interpreted and are
understandable for an analyst or even for a normal user.

Use of lexico-syntactic patterns (linguistic). Lexico-syntactic patterns (LSPs) are
generalized linguistic structures or schemas that indicate semantic relationships
among terms and can be applied to the identification of formalized concepts and
conceptual relations in natural language text [13]. Lexico-syntactic patterns are
suitable for automatic ontology building, since they model semantic relations. These
display exactly the kind of relation between their parts that makes them easily
translatable into an ontology representation.

Use of semantic templates (semantic, linguistic). Semantic templates are similar
to lexico-syntactic patterns in terms of their purpose. However, semantic templates
offer more detailed rules and conditions for extracting not only taxonomic relations
but also complex non-taxonomic relations [5].

Logical inference (logical, semantic). In logical inference implicit relations are de-
rived from existing ones using rules such as transitivity and inheritance [5]. However,
the introduction of invalid or conflicting relations may also happen in case of an in-
complete or underspecified inference rule set — for example because of improper ac-
count for the validity of transitivity or mutual disjointness axioms.

Term subsumption (statistical, semantic). In the subsumption method, a given
term subsumes another term if the documents in which the latter term occurs are a
subset of the documents in which the given term occurs [14]. A term subsumption
measure is used to quantify the extent of a term x being more general than another
term y. This technique is semi-supervised and unsupervised too. The term subsump-
tion technique is easy to implement and it makes labeling concepts an easy task.
However, with this method, it is difficult to classify terms that do not co-occur fre-
quently and it requires a large data set to work reliably.

Use of axiom templates (semantic, linguistic). Axioms are useful for describing
the relationships between the concepts of an ontology. They can be written in differ-
ent ways depending on the relation that exist among the concepts.

Inductive logic programming (logical, semantic). Inductive logic programming
(ILP) is a research area at the intersection of inductive machine learning and logic
programming. ILP generalizes the inductive and the deductive approaches by aiming
to develop theories, techniques and applications of inductive learning from observa-
tions and background knowledge represented in first order logical framework.

The overview of the applicability of the presented component techniques and their
interrelationship with respect to the tasks in our workflow are presented in Table 1.
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4 Summary and Future Work

Our literature search has revealed that extracting knowledge, or more specifically
learning ontologies, from plain text corpora is a well developed research field that
continues to produce new results. However, and to the best of our knowledge, extract-
ing ontologies from text streams, with a constraint on the life time of an input infor-
mation token, is a recently emerged research problem. The reasons for adding this
specific problem to the research agenda are the phenomenon of Big Data, in particular
its velocity dimension, as well as the need for better, more reliable, semantically rich
solutions for automating Big Data analytics. One more complication introduced by
our problem setting is the small size of an individual information token which hinders
yielding good quality results using the majority of traditional statistical and linguistic
techniques for ontology extraction from text corpora.

We argued in this paper that applying a combination of the relevant existing com-
ponent techniques in a structured and iterative way may overall produce such a result
— as an incremental collection of ontology elements in a knowledge token provided by
individual techniques at different stages in our proposed workflow.

Table 1. Relevance of component techniques to the tasks within the workflow for extracting
knowledge tokens from information tokens

Task (Fig. 1.)
Component technology
T, T, T, T, Ts T,
De-noising st, Ii
Part of speech detection/tagging li
Lemmatization 11
Chunking li
Syntactic structure analysis li Ii 11 Ii
Relevance Analysis st
Co-occurrence analysis st st
Clustering st st
Latent semantic analysis st
Sub-categorization se, li
Using semantic lexicon se, li se, l1 se, i
Dependency analysis i li i
Association rule mining st st
Use of lexico-syntactic patterns i li i
Use of semantic templates se,li [se Ii
Logical inference lo, se lo, se lo, se
Term subsumption st, se
Use of axiom templates se, li
Inductive logic programming lo, se

Legend : li — linguistic; lo — logical; se — semantic; st — statistical;

As this research is in an early phase, we do not yet have the proof for this hypothe-
sis. However there is the plan in place for conducting the initial series of the “proof-
of-concept” experiments in which the component technologies will be exploited in a
semi-supervised or supervised fashion. For that we plan to use a small but well se-
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mantically annotated corpus of the abstracts (information tokens) and full texts of
ICTERI papers collected in the ICTERIWiki portal'. This document corpus is incre-
mentally extended by adding the papers and their semantic annotations for each new
ICTERI conference instance. The annotations are done using the ICTERI Scope On-
tology by Tatarintseva et.al. [15]. These annotations will be used as a “Golden Stan-
dard” for evaluating the results of automated knowledge token extraction using the
workflow proposed in this paper.

After the concept is proven and the constellation of the component techniques is
circumscribed, we plan to test the approach on one of the professional news portals.
Further, it is planned to extend the proposed knowledge extraction procedure to sen-
sor stream data processing.
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Abstract. This paper investigates technique for solving spectrometry
inverse problem the neural network as method for reconstruction of
electron beam spectrum using depth-charge curve. The inverse problem
turned into multivariable optimization and the form of spectrum is based
on proposed three-parameter model. Radial basis function network calcu-
lates the parameters of this model. We developed computational experi-
ment using Monte-Carlo technique to evaluate strengths and weaknesses
of proposed approach and compare neural networks with conventional
data evaluation methods.
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1 Introduction

One of the main characteristic of the irradiation processes is an energy of beam.
This parameter influences on absorbed dose in target. Therefore, standards for
radiation technologies [1, 2] predetermine the upper bound of beam energy to
prevent ionization of the object under irradiation. Because of accelerator fea-
tures, electrons in beam have different energy. Thus, the beam energy repre-
sented by some function, which shows relations between particles number and
their energies. This function called beam spectrum. In practice at least three
parameters define the spectrum: average (E,,) and probably (E,) energies and
full width on half maximum (FE,,). In order to measure beam energy dosimet-
ric wedge and stack are widely used in centers of radiation technologies. These
devices allow to determine only average and probable energies of beam [1-6].
Of course, these two parameters does not allow to reconstruct full energy dis-
tribution. Thereby developing of new instruments and methods of dosimetric
measurements is actual problem.

Mentioned devices intend to measure distributions of absorbed dose or charge
[5, 6]. The measured depth-dose (depth-charge) curves relate to beam spectrum
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through Fredholm integral equation and finding exact spectrum is an ill-posed
inverse problem [7]. This means that evaluated spectrum obtained by conven-
tional mathematical methods can differ with true energy distribution. There
are, for example, method of least squares (MLS) or method of Tikhonov regu-
larization (MTR). Above all, important disadvantage of the MLS and MTR is
impossibility to include additional solution conditions, for example, correlations
between parameters, positivity and other. This lack can bring to violation of
conditions, given by physical lows. It should be mention that in common case
the neural networks (NN) solve approximation tasks and find solutions based
on existing precedents after supervised training [8-12]. So the one of the way
of improving dosimetry effectiveness is developing of methods for measurement
results evaluation based on neural networks. In order to apply NN for dosimetric
data processing it is necessary to solve next problems: select networks topology,
obtaining data for NN training, developing methods for data preprocessing and
interpretation, system for evaluation network effectiveness.

So current research is about feasibility of using neural networks for devel-
oping system of measurement results evaluation for beam spectrum monitoring
of industrial electron accelerators. We will discuss mathematical model of mea-
surement process, which was built in order to compile training set for network
learning procedure (Section 2). Section 3 describes methods under investigation.
In section 4, we will show approach for methods evaluation, which contains com-
putational experiment and comparison criteria. In section 5 given comparison
results of neural networks and conventional methods testing.

2 Physical process and mathematical model

In order to calculate radiation energy, it is a common practice in field of radiation
technologies to measure depth-dose curve by dosimetric wedge. However, the
works of recent years propose new devices based on measurement of depth-
charge curve that can realize on-line energy monitoring [3-6]. In this work, we
will consider mathematical abstraction of these devices and will build method
for beam spectrum controlling using depth-charge curve.

2.1 Devices

Device [5] consists of two plates only and intend to calculate probable energy
as a value which linearly depends on charge in first plate to sum charge ratio.
Measurer in [6] contains 10 absorbers. But in order to simplify average energy
calculation the plates were combined and authors use similar to [5] dependency.

Fig. 1 shows principal schema of measurer. Dosimetric stack consists of set
of plates - absorbers. The absorbers material is often aluminum, because of
radiation ruggedness. The electron beam falls on the sequence of plates. Electrons
stop at different depths depending on their energy. Thus, absorbers collect some
charge which can be measured by current integrators connected to corresponding
plate. The set of measured values represents the depth-charge curve.
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Fig. 1. Common schema of stack for depth-charge measurement

Mathematical model of the measurement process is based on a semi-empirical
model of the depth-charge distribution for monoenergetic electrons and model
of charge measurement uncertainty. Direct problem describes relation between
known beam spectrum and depth-charge curve through equation:

Er
f(x) = / Q(z, E)y(E)dE, x € [0,25), (1)
Er

where y(FE) - describes relation between number of particles and their energy
(electrons spectrum), f(z) - describes depth distribution of charge, xr mea-
surer full width, [Ey,, Fr] - operating energy range of accelerator, integral kernel
Q(z, E) corresponds to radiation type (o, 8, 7) and measurer internal char-
acteristics (including absorbers material). Works [13, 14] describe appropriate
relations for monoenergetic beam and depth-charge curve.

In the research we neglect charge leakage and suppose that distance between
absorbers is neglectfully small. It means that each particle from initial beam
can stops in absorbers and pass through current integrator or can pass through
whole device with no impact in depth-charge curve.

The measurement results of charge distribution in absorbers is set f =
{f1, f2,- ., fu} (see Fig. 1), where n - number of absorbers, f; - integral of
f(z) over the depth for i-th absorber:

z;,+Azx Er

= E/ Q(z, E)y(E) dE dz, (2)

Zi

where Ax - absorbers width. Equation (2) can be approximated as:

fi = A2 Y pPy, Qo + (i — 1) Ax, Ej)+
J
+Q(ar + iz, Ey),

where i = 1,n,j =0,m, m = (Egr — E)/AFE - number of steps of function y(E)
discretization over energy axis, AE - step of spectrum energy discretization, y;
- value of y(F) in approximation nodes, coefficient ij defines method and step

3)
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of function y(F) approximation. Then the measurement process can be shown
as system of linear equations:

Ay=f &
a1 air2 -+ QAin Yo fi
a2,1 Q22 - G2n U1 fo , (4)
Am,1 Gm,2 " Omn Ym fn

where elements of matrix A are:

a; ;= %pf[@(xk + (i —1)Az, E;)+ (5)
+Q(zk + 1Az, Ej)).

In order to approximate y(E) by method of trapezoids, coefficients pf are:

AE/2j=0Vj=m
E _
Pj _{ AE  otherwise (6)

It’s obvious that complexity of spectrum reconstruction grows with increasing
of m (dimension of vector y). In order to reduce problem the we used parameter-
ization of y(FE). As mentioned above, the general practice is denoting spectrum
by parameters: Ej,, E,,, E,. Therefore, it is reasonable to make model of the
beam spectrum, which use three parameters.

2.2 Model of electrons spectrum

Fig. 2 shows geometrical interpretation of electrons spectrum model considered
in the present work. The graph of spectrum consists of two part: left exponential
and right linear slopes. The parameters of this model are:

— FEpae — maximal particles energy in the beam,

— FE, — most probable energy,

— E, — energy of 10 times decreasing of the intensity compared to E, electrons
along left slope.

In the future discussion the II will denotes set of spectrum parameters, i.e.
IT= {Esa Ep7 Emaa:}~

Parameters of the model correspond to characteristics of beam used in prac-
tice according to:

E,=E,,

n0. FEnar—FE
By = {33 (B — Ey) + =2 (7)
Euo = E, +1In (Em“z*EP + 0'451(55;@))

and mathematical expression for spectrum is:
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Fig. 2. Model of electron beam spectrum

hetMF=E») 0< E<E,

y(E) = k1E+ k27 Ep <FE < Emaac ) (8)
07 Emar <FkE
1n(0.1) h hEmax
= ki = ko = ——mar
H Es - Ep’ ! Ep - Emaz’ 2 Emaz - Elp7 (9)

where E € [0;00], h = y(E,) - maximum of function y(E) and was obtained
with supposition of

E’"L(l(l)
y(E)dE = 1. (10)
Es

Therefore, maximum of energy distribution is:

b= y(Ey) = DTG +0.5(Bues — ) (11)

It should be mention, that in accordance to physical laws the function y(E)
is positive or equal zero for all accepted F and parameters correlates as:

0< E, < Ep < Epaa. (12)

2.3 Model of measurement

In the real experiment measured f; differ with its real value. This error grounded
on weaknesses of measurer and external influence. We will mark set of true values
of f(z) as f, and use f to mark set of values complemented with measurement
uncertainty:

f=0+e9f, (13)

where ¢ - value of standard deviation of measurement error, £ - random variable
distributed in accordance to standard normal distribution:
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& = cos(2mr1)\/ —2In(ra), (14)

where 71, 79 - random variables which ate distributed in accordance with stan-
dard uniform distribution.

We will use similar signature to denote evaluated parameters 1, E,, Ep, and
E’maz reconstructed spectrum ¢ instead their true values without tilde.

3 Methods for spectrum reconstruction

3.1 Neural networks

In order to apply NN for solving spectrometry inverse problem reconstruction of
spectrum can be represented as multivariable function fitting. Suppose that func-
tion ¢ implements measurement process of depth-charge curve, i.e. f = ¢(II).
Therefore, inverse function II = ¢~ ( f) realizes transformation from depth-
charge curve to beam spectrum. So approximation of ¢! can be used to get
spectrum using depth-charge curve. In the work we used general regression neu-
ral network (GRNN) [15] to fit ¢~'. This network needs set of precedence for
supervised learning. Consider algorithm of training set creation. R

Implemented measurement models allow to create pairs s = (f,II), where f
calculates from parameters set II. The collection of s is based on different IT and
represents a reference points for ¢! fitting:

o = (i i) 19

where N - number of elements in training set. For future discussion, we will
denote each unique II in training and testing sets as reference spectrum. Note,
that each values of parameters for all II from training set was normalized in
accordance to [EL; Eg] — [0;1]. Of course, outputs of network were scaled back
during testing.

3.2 Conventional methods

Consider methods, which is traditionally used for measurement results evalua-
tion. The data which were obtained by these methods is a base level to determine
NN effectiveness for solving spectrum reconstruction problem. The method of
least squares calculates parameters II as:

; (16)

ﬁMLS = arg min HA@H — f
i

where ||| - Euclidian norm. Method of Tikhonov regularization expands MLS
through additional stabilizer function:

s = arg min ({|Agn — f]| + al7n]) (a7)
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where a > 0 - regularization parameter. It should be remind that using of math-
ematical model of measurement process gives true values of electrons spectrum.
So a can be calculated from [7]:

a* = arg min <|y|||ya”> . (18)
e Yy

In the work we applied Nelder-Mid simplex method numerical solution of
(16), (17) and (18).

4 Algorithm for evaluation methods preparing and
testing

4.1 Comparison approach

Implemented models of spectrum, measurement process and methods for data
evaluation compose computational experiment (Fig. 3 shows sequential dia-
gram). The experiment aim is comparison of methods for spectrum reconstruc-
tion. The approach which was used to build experiment uses Monte-Carlo tech-
nique: system generate measurement results, each methods reconstruct spectra
using samples of depth-charge cure, system calculates statistical characteristics
of reconstruction error. Computational experiment consists of three steps: prepa-
ration, main part (loop Common) and results interpretation.

Preparation of an experiment includes setting parameters of models and
methods. Main part is a series of subexperiments with varied measurement un-
certainty €. Each of them contains two steps: training of NN and selected meth-
ods comparison. Both processes include generation of pairs s = ( f ,IT) which is
based on predefined set of II. But these sets of reference spectrum are different.
Testing procedure (loop Data Evaluation) repeats sampling of f, evaluates ap-
propriate II by each method and collects reconstruction error based on truth and
calculated spectra based on proposed set of indicators. The results processing
step aims to build relationships that show correlations between accuracy of spec-
trum reconstruction and varied error of measurement.

Software for experiment execution implemented in MATLAB with Neural
Network Toolbox (function newgrnn as NN), Optimization Toolbox (function
fminsearch as MLS and MTR). In order to speed up computational experiment,
software was executed on high performance cluster [16] with Distributed Com-
puting Toolbox.

4.2 Comparison indicators

In order to assess the effectiveness of methods for reconstruction of beam energy
characteristics we suggested set of indicators. The set consists of the standard
statistical estimates of data evaluation error and indicator of methods reliability.
There are two indicators type: mismatch along energy axis (estimate shift of
reconstructed spectrum along horizontal axis) and common indicator. Consider
details of each indicators.
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Fig. 3. Sequential diagram of computer experiment

1. Mismatch along energy azis. Average M (r) and standard deviation o, of
distance along intensity axis between reconstructed and true spectra are
based on: .

~\2
r=—(y— ; 19
-9 (19)

2. Common characteristics. Probability of method failure P. We suppose that
the method failure is a case when applying mathematical methods leads to
impossible (due to physical lows) solution, i.e. the solution brakes condition
(12). It is obvious that value 1 — P characterize method reliability.

5 Results and discussions

5.1 Parameters of computation experiment

In order to evaluate methods effectiveness with suggested indicators we made
computational experiment with parameters shown in Table 1.
The training and testing sets include reference spectra with parameters:
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Table 1. Common experiment parameters

Parameter Value

Characteristic for measurement depth-charge curve

Absorbers material Aluminum (Z = 13, Am = 27)
Absorber’s width (Ax) 0.4 g/cm?

Device total width (zr) 6.g/cm?

Uncertainty (&) Varied from 0% to 30%, step 1%
[EL; ER| [0MeV;10.2MeV]

E., of reference spectra Randomly from 2% to 10% of E,

y(F) discretization step (AE) 0.05MeV
Number of reference spectra 9000 (training) and 41000 (testing)

Ep:Tl, TlNU[EL, ER],
Enmaz = Ep(1 4 2r3), 2 ~ U[0.01, 0.02], (20)
Es =Ep - %T& rs3 ~ U[0.01, 0.08].

Fig. 4 shows examples of sampled reference spectra. Number of the spectra
for training and testing sets is reduced, but proportion saved. As shown on Fig.
4 and in Table 1 the testing set is bigger than training set. It is necessary to get
appropriate assessment of method based on NN with influence of retraining.

Testing spectra Training spectra

18 25

16

1.4 2
212 2
2 215
Q o
£ =
108 5y
£} o1
> 06 >

04 05

0.2 é

0 0
5 6 7 8 9 10
E - Energy E - Energy

Fig. 4. Reference spectra for a) NN training and b) methods testing

As shown in Table 1 the device consists of 15 absorbers. This configuration
is chosen based on previous research [18] which was aimed to find optimal dis-
cretization step of depth-charge curve for spectrum reconstruction by NN. It
should be mention that in works [17, 18] sets for methods testing and prepara-
tion based on reference spectra with fixed F,, parameter and same maximum
h = 1. Therefore, seeking of optimal absorbers width is open for future research.
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Fig. 5. Results of methods comparison

5.2 Results and discussion

Fig. 5 contains obtained dependencies, which describe relation between methods
evaluation error and measurement uncertainty. The charts 5a and 5b based on
indicator (19). Chart 5c shows probability of method failure.

For MLS and MTR experiment proves expected results. Methods are sensi-
tive to uncertainty in input data. Fig. 5a and 5b show that error of MLS and
MTR solutions rapidly grows with increasing of . With respect to probability
of failure, both methods demonstrated almost equal inefficiency. It can be mean
that stabilizing additions in MTR does not affect to the method reliability. It
should be mention that the reason of MLS and MTR error for ¢ = 0% is dis-
cretization inaccuracy which appears when transforming integral (1) to system
(4).

As an opposite to conventional methods, the solutions obtained by NN have
smaller dependency between evaluation error and input data uncertainty. Fur-
thermore as shown on Fig. 5a, 5b the GRNN evaluates spectra more accurate
than MLS and MTR, for measurement uncertainty more than 5-7%. The main
advantage of NN method is that GRNN reconstruct beam spectrum parame-
ters with no failures (see Fig 5c¢), i.e. all obtained solutions are compliance with

physical lows.

6 Conclusion

The work shows GRNN method effectiveness for solving inverse dosimetry prob-
lem of electron spectrum reconstruction using depth-charge curve. The main ad-
vantages of proposed technique compared to conventional methods is allowance
to apply additional solutions conditions. It lids to getting robust evaluation
method. As shown in the work methods based on NN can be used for building
on-line energy monitoring systems in centers of radiation technologies.
Furthermore, we proposed comparison approach based on Monte-Carlo tech-
nique and set of effectiveness indicators. The approach allows testing different
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types of evaluation methods and can be used for methods optimization in order
to select or apply technique for industrial problems solving.
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Abstract. Embedded System Design is becoming a field of choice for
Model-Driven Engineering techniques. On the engineering side, models
bring an abstraction of the code that can then be generated (and regen-
erated) at will. On the semantic side, they bring a reasoning framework
to guarantee or verify properties on the generated code. We focus here
on the Clock Constraint Specification Language, initially defined as a
companion language of the UML Profile for MARTE. More specifically,
we define a state-based representation of CCSL operators. To deal with
unbounded operators, we propose to use lazy evaluation to represent in-
tentionally infinite transition systems. We provide an algorithm to make
the synchronized product of such transition systems and we study its
complexity. Even though the transition systems are infinite, the result of
the composition may become finite, in which case the (semi)algorithm
terminates and exhaustive analysis becomes possible.

Keywords. Multiform logical time, synchronized product, lazy evalua-
tion, MARTE CCSL.

Key terms. FormalMethod, VerificationProcess, MathematicalModel,
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1 Introduction. Context and Goal of the Project

In the model-driven approach to embedded system engineering, application and
architecture models are developed and refined concurrently, and then associated
by allocation relationships. The representation of requirements and constraints
in this context becomes itself an important issue, as they guide the search for
optimal solutions inside the range of possible allocations. One of the important
aspects of embedded system modeling is to capture the functional and non-
functional requirements as well as the constraints (functional and non-functional)
imposed by the execution platform through the allocation.

Multiform logical time is a flexible notion of time suitable for both functional
and extra-functional properties that supports an iterative refinement process.
Logical time considers time bases that can be generated from sequences of events
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not necessarily regular in physical time (as the usual meaning suggest). Some
of the essence of multiform logical time was captured and encapsulated into a
dedicated language called the Clock Constraint Specification Language (CCSL)
[1,2]. ccsL was initially defined as a companion language of the UML profile for
Modeling and Analysis of Real-Time and Embedded systems (MARTE) [3].

cosL has arisen from different models in an attempt to abstract away the
data and the algorithm and to focus on events and control. Even though ccsL
was initially defined as the time model of the UML profile for MARTE, it has now
become a full fledged domain-specific modeling language for capturing chrono-
logical, causal and timed relationships and is now developed independently. It
combines constructs from the general net theory and from the synchronous lan-
guages [4]. It is based on the notion of clocks which is a general name to denote
a totally ordered sequence of event occurrences. It defines a set of clock relations
and expressions. Some CCSL operators are bounded, others are unbounded. The
bounded operators can be represented with finite Boolean transition systems.
Unbounded operators require a specific symbolic representation.

Until then, the clock calculus on CCSL specification was performed step by
step up to a predefined number of steps. This work is an attempt to support
exhaustive analysis of CCSL specification. When CCSL operators are represented
as transition systems, their composition is the synchronized product of the tran-
sition systems. However, this causes termination problems when the transition
systems have an infinite number of states. In this paper, an algorithm for the
parallel execution of automata representing CCSL operators is proposed. It has
been implemented in a prototype tool. This algorithm supports cCSL unbounded
operators. The infinite data structure is unfolded on demand using a lazy evalua-
tion technique. This is a significant evolution on previous verification techniques
for ccsL [5,6] that were only considering a subset of operators a priori bounded.

2 Contribution

The main contribution is to propose an encoding based on lazy evaluation to rep-
resent CCSL unbounded operators. The second contribution is to propose an algo-
rithm to build the synchronized product of such automata. The (semi)algorithm
terminates when the composition of unbounded automata becomes bounded.

In this work, the main operators of the clock constraint language were con-
sidered. For each basic expression and each relations of the kernel language, a
transition system is proposed. Each transition is labeled by the set of clocks that
must tick for the transition to be taken. Clocks can stall, tick or be dead. When
a clock is dead, it cannot tick anymore. A path in the automaton is then an
infinite word on the alphabet of powersets of clock names.

The automata representing the unbounded CCSL operators consist of an in-
finite number of states and therefore transitions (even though each state has
a finite number of outgoing transitions). For those operators, the lazy evalua-
tion technique was applied. It allows postponing the construction of the state
of an unbounded automaton to the moment when it is actually needed. In very
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frequent cases, the specification becomes bounded and the intentional infinite
representation is never actually expanded.

On these transition systems, we apply the classical synchronized product
of transition systems [7]. In the worst case (when automata are independent)
the composition is very costly, exponential in the number of clocks. In some
(frequent) cases, the cost of composition is much better, even though we have
not identified yet the exact cases where the composition is tractable.

3 Related work and inspirations

3.1 Timed automata

The formalism of timed automata [8] has been designed to allow the specification
and verification of real-time systems. It extends the concept of finite w-automata
by establishing time constraints. One of the main notions of the timed automata
theory is a clock (not to be confused with the notion of clocks introduced in
ccsL). In a timed transition table the selection of the next state depends on
an input symbol and the time reading of the symbol. For this purpose each
transition table is associated with the set of real-valued clocks. A clock can be
set to zero simultaneously with the execution of one of the transition. At any
instant the values of such clocks are equal to the time elapsed since the last time
they were reset. The transition can be executed only if the value of the clock
satisfies the constraint associated with this transition. Therefore in the theory
of the timed automata a clock is an entity intended for determination of time
which elapsed since the last execution of the transition and the setting the value
of the clock to zero.

To answer the question if this formalism can be applied for representation
of the ccsL language basic constructions, the definition of a clock in CCSL time
model must be considered. In terms of CCSL time model a clock is a set of
ordered instants. Each clock has a lifetime limited by birth and death instants.
Formally, a Clock ¢ is a tuple (Z., <., c',c*, =. 1) where Z. is a sequence of
instants (it can be infinite), ¢!, ¢t are birth and death instants respectively such
that Z. N {cT, ci} = @, =.| is a coincidence relation and <. is an order relation
on Z. U {c 1,c |}. All instants of clocks are strictly ordered, the birth instant
precedes all the other instants of the clock and every instant precedes the death.
If the set of instants Z. is infinite then the death instant is not necessary. Z.
represents the occurrences or ticks of the clock c.

Thus we can see that the notions of clock in the terms of timed automata
formal model and the clock constraint specification language are radically dif-
ferent. Timed Automata, clocks captured physical real-valued time properties,
whose value is within a dense time interval. All time clocks evolve at the same
rate (without drift). In cCSL, clocks represent logical time properties. The un-
bounded nature precisely comes from the relative (unbounded) drifts between
the clocks that evolve at their own independent rhythm.
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3.2 Synchronous Data Flow, Marked Graphs

Synchronous Data Flow (SDF) [9,10] is a special case of the dataflow model
of computation. Its main characteristic is that the flow of control is completely
predictable at compile time. The main components of SDF are the actors, to-
kens, and arcs. Production and consumption of tokens by actors allow modeling
of relative rates of events. In synchronous dataflow numbers of consumed and
produced tokens are constant throughout the execution. To avoid the overflow of
resources and to maintain a balanced system, the scheduler must fire the source
and destination components at different rates. Such systems can then be used
to capture the relative drift between CCSL clocks.

Safety analysis on SDF graphs is a way to determine whether the system
remains bounded or not. Such techniques could be used to study boundness
issues for CCSL specifications. However, this is not the concern of this paper. We
assume that the composition is bounded and propose an algorithm to build the
synchronized product.

3.3 Synchronized Product of Transition Systems

When CCSL operators are expressed as transition systems, their parallel com-
position simply is the synchronized product of the transition systems [7,11,12].
Synchronization vectors are used to decide which transition systems must syn-
chronize on which transitions. Synchronization vectors allows the specification
of purely asynchronous compositions (where only one single system is fired at
each step) to purely synchronous compositions (where all the automata must fire
one transition at each step), and all the intermediate synchronization schemes.
The main difference here is that the number of states may be infinite and we use
lazy evaluation to dynamically expand the states whenever they are required to
build a new composite state. The composition algorithm terminates only when
the synchronized product becomes finite. In [13], there was an initial attempt
to build the synchronized product of unbounded cCsL operators. In that work,
the automata were folded using extended automata (with unbounded integer
variables) rather than lazy evaluation. Therefore, the algorithm to compute the
synchronized product was always guaranteed to terminate. However, deciding
whether the result was finite or not would then require using integer linear pro-
gramming techniques.

4 The Clock Constraint Specification Language

This section briefly introduces the logical time model of the Clock Constraint
Specification Language (CCSL). A technical report [1] describes the syntax and
the semantics of a kernel set of CCSL constraints.

A clock c¢ is a totally ordered set of instants, I.. In the following, i and
j are instants. A time structure is a set of clocks C' and a set of relations on

instants I = (J, . Io. CCSL considers two kinds of relations: causal and temporal
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ones. The basic causal relation is causality/dependency, a binary relation on
I:xCIxI. 1< jmeansicauses jor j depends on i. < is a pre-order on I, i.e.,
it is reflexive and transitive. The basic temporal relations are precedence (<),
coincidence (=), and exclusion (#), three binary relations on I. For any pair of
instants (¢,7) € I x I in a time structure, ¢ < j means that the only acceptable
execution traces are those where i occurs strictly before j (i precedes j). < is
transitive and asymmetric (reflexive and asymmetric). ¢ = j imposes instants i
and j to be coincident, i.e., they must occur at the same execution step, both of
them or none of them. = is an equivalence relation, i.e., it is reflexive, symmetric
and transitive. ¢ # j forbids the coincidence of the two instants, i.e., they cannot
occur at the same execution step. # is irreflexive and symmetric. A consistency
rule is enforced between causal and temporal relations. ¢ < j can be refined
either as i7j or ¢ =7, but j can never precede i. We consider here discrete sets of
instants only, so that the instants of a clock can be indexed by natural numbers.
For a clock ¢ € C, and for any k € N~, c[k] denotes the k*" instant of c.

Specifying a full time structure using only instant relations is not realistic
since clocks are usually infinite sets of instants. Thus, an enumerative spec-
ification of instant relations is forbidden. The Clock Constraint Specification
Language (ccsL) defines a set of time patterns between clocks that apply to
infinitely many instant relations.

4.1 The kernel relations

Table 1 gives a full list of the basic clock relations provided in the ccsL kernel.
For each of them the automaton was built. It is supposed that the automaton
can fire only if one of the participant clocks in CCSL operator ticks.

Table 1. Basic relations defined in the ccsL kernel (a and b are clocks, not instants).

Ref Name Kind of relation Notation
R1 Subclocking Synchronous a b
R2 Coincidence Synchronous a[=]b
R3 Precedence Asynchronous, unbounded a b
R4 Strict Precedence Asynchronous, unbounded a b
R5 Exclusion Asynchronous a b

Coincidence According to the considered relation the clocks a and b always
tick simultaneously (a [=]b), it is defined as (Vk € N*)(a[k] = b[K]).

Subclocking a b defines a as being a subclock of its superclock b. Every
instant of the subclock occurs synchronously with one of the instants of the
superclock: (Vk € N*)(Ji € N*)(a[k] = b[i]).
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Exclusion a b. The clocks connected with this relation cannot have coinci-
dence instants: (Vk € N*)(Vi € N*)(alk] # b[i]).

Precedence a b is the index-dependent relation. This operator is un-
bounded. Every instant of clock a has to precede the instant of clock b with
the same index (Vk € N*)(alk] < b[k]).

Strict Precedence a b. This relation is a severer version of the previous
one in the sense that the instants of the clocks a, b with the same indices cannot
be equal: (Vk € N*)(alk] < blk]).

4.2 The kernel expressions
A ccsL specification consists of clock declarations and conjunctions of clock
relations between clock expressions. A clock expression defines a set of new

clocks from existing ones. Most expressions deterministically define one single
clock. Table 2 gives a list of the ccSL kernel expressions.

Table 2. Basic expressions defined in the cCsL kernel.

Ref Name Kind of expression Notation Textual form

E1 Inf Mixed, unbounded alNb aglbd

E2 Sup Mixed, unbounded aVb alubb

E3 Defer Mixed a(ns)~b adeferredb for ns
E4 Sampling Mixed a—b a sampling b

E5 Strict sampling Mixed a—b a strictlySampled b
E6 Intersection Synchronous a*b a clockInter b

E7 Union Synchronous a+b a clockUnion b

E8 Concatenation Synchronous aeb a followedBy b

E9 Waiting Synchronous ain,b a wait n b

E10 Preemption Synchronous atb a upto b

(UpTo)
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Sampling a +— b. The sampling expression ticks in coincidence with the tick
of the base clock immediately following a tick of the trigger clock and after it
dies. In the considered case, the trigger clock is b and the base clock is a. The
textual syntax of this expression is represented as ¢ = a sampling b. In Figure 1
the automaton is given, where input symbol ¢ is equal to the result clock of the
expression. The notation {a, b, c} denotes that the automaton remains in state
sg if a, b and c tick all together simultaneously. if b and c¢ tick simultaneously
without a then, the automaton goes back to state s;. If a ticks alone, it stays in
so. All other cases are forbidden by the semantics of the operator.

{o} {a} {a}

{a,b,c}

{a, b}

Fig. 1. The automaton for sampling expression

Strict Sampling a — b. The expression is a strict version of the previous
one where ¢ is emitted when the automaton is in state s;, and a and b tick
simultaneously.

Waiting a A, b. The resulting clock ticks only once after a special number
given as a parameter of the base clock, and then the resulting clock dies. ¢ = a
wait n b, where n is a given parameter (it is a natural number).

Preemption (UpTo) a ; b. The resulting clock ticks in coincidence with a, it
dies as soon as b starts to tick: ¢ = a upto b.

Union This expression is non-terminating and index-independent. Its result is
a clock with set of instants which is a union of the instants sets of the clocks-
parameters that participate in the expression: ¢ = a + b.

Intersection The result of this index-independent expression is the clock which
ticks each time when the clocks-parameters tick simultaneously: ¢ = a * b.

Concatenation a e b . The expression is terminating. The resulting clock ticks
in coincidence with the first clock-parameter a. After death of a it starts to tick
in coincidence with the second clock-parameter b . It should be noted that this
expression is valid only if the first clock eventually dies, i.e. a | is specified.
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Defer (Delay) a ( ns )~ b. The parameter of the expression are a (the base
clock), b (the delay clock) and ns that represents a sequence of elements from
Ns¢. The sequence of the natural numbers can have an infinite part. Let nsli] be
the it element of the sequence. We assume that if ¢ > 0 then ns has an infinite
part, if 0 < 7 < p there are p elements in the sequence. Every tick of the base
clock starts up the counter for respective element of the sequence. For every tick
of the delay clock the relative counter is decreased. When the counter reaches
1 the respective instant of clock b occurs. The textual form of the expression is
c=a deferred b for ns.

Sup a V b. The expression is index-dependent. The expression a V b defines
a clock that is slower than both a and b and whose k** tick is coincident with
the later of the k*" ticks of a and b. The formal definition is presented as:
(a[<](avb)(b[<](aVb)(Vee C): (a|<|e)&(b|<]e) = ((aVb) [ <]c). This
is a typical example of unbounded transition system (with an infinite number of
states).

Fig. 2. The automaton for sup expression

Inf a A b. This is index-dependent and unbounded. It is the dual of the previous
one. The result of the expression is the slowest of faster clocks. It means that
the defined clock is faster than both a and b , the k" tick of this clock occurs
in coincidence with the earlier of the k¥ ticks of both a and b. ((a A b)

a)((anb)[<]|D)(Vee O): (¢ x| a)&(c|<]b) = (¢| <] (aAb)) is the formal

definition.

4.3 Unbounded CCSL operators

Lazy evaluation or call-by-needed is an evaluation strategy that delays the eval-
uation of an expression until its value is actually needed. This approach allows
construction of potentially infinite data structures and avoids repeated evalua-
tions. To construct the algorithm of the parallel execution of several automata, it
is necessary to have the possibility to work with infinite data structures (transi-
tion systems with an infinite number of states). Lazy evaluation provides the ap-
paratus for this task. The cCSL has four basic unbounded operators which can be
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represented as infinite automata: the precedence relation, the strict precedence
relation, the inf expression (the fastest of slower clocks) and the sup expression
(the slowest of faster clocks).

Example 1. Let us consider as an example the automaton for the strict
precedence relation (Fig. 3).

{a,b} {a,b}

(b} {b}

Fig. 3. The automaton for strict precedence relation

If we only consider the possible outgoing transitions of each state, we can
distinguish the initial state (0 on Fig. 3) from the other ones. In the initial state,
only a can tick and must tick alone. In the other states, if a ticks alone, we must
progress to the right (increasing an unbounded counter), if b ticks alone, we must
go back to the left (decreasing the counter). If a and b tick simultaneously, we
remain in the same state. We assume that each state has a default transition to
itself, when nothing happens.

5 The synchronized product: an algorithm

We assume that the input for the algorithm is a given finite set of automata;
each of them can be either finite or infinite. The output is the automaton that is
the composition of the input ones. We denote the resulting automaton through
the tuple R. Let us introduce the set St which is the set of all unconsidered
states of the resulting automaton. At the beginning of the algorithm execution,
the initial states of input automata are considered as the current ones. The
first unconsidered state of the resulting automaton is the state formed from
current ones. For each considered current state of input automata the set of
available transitions from the given state is calculated. For all input symbols
of each of the calculated transitions the consistent solution is computed, which
is the set such that every original symbol is its subset. If the solution exists,
the new state is calculated from the states of input automata, in which we can
go on the appropriate input symbols that are the subset of the found solution.
If the computed new state does not belong to St, it is added to the set of
unconsidered states. The resulting automaton is completed by the new state
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and the appropriate transition, which has the input symbol that is equal to the
respective solution. If the solution cannot be found, then we take a state from
St, in the input automata the appropriate states are considered as current. The
process is repeated while the set St is not empty.

5.1 The Formal Definitions

We introduce the formal definitions that are used to describe the algorithm.
C' is the (finite) set of clocks and —C— is its cardinality;
state : C' — StateDomain = {STALL,TICK,DEAD} that denotes the state
of a clock.
A = {A;}: the ordered set of input automata for the composition.
A; = (Cy; S5 Ii;moveOng; sig € Sy cur; € Syi; availTrans;), where
C; C C: the ordered set of clocks of the i*" automaton;
S;: the set of states of the i** automaton;
sio € S;: the initial state of the automaton;
moveOn; : S; x 2¢ — S; is the transition function;
cur; € S;: the current considered state;
availTrans; : S; — 227, gives a set of available configurations for a given state.
The resulting composite automaton can be defined as follows:
R = (C; Sg;moveOng; sor € Sg;curg € Sg;availTransg), such that:
C: the set of clocks of the composite automaton is equal to the set of global
clocks;
Sr = {sr : sr = (51,..-,54]),8i € Si,Vi = 1...|A|}: each element of the set of
states of the resulting automaton consists of the states of input automata; the
element of the considered composite state corresponds to the automaton with
the same number;
moveOng : Sgrx2¢ — Sg is the transition function for the resulting automaton;
Sor € Sg: the initial state;
curgr € Sg: the current considered state;
availTransg : Sp — 227 this function returns the set of input symbols for the
available transitions of the composite automaton.
The set of found solutions is represented by the set SOL = {sol : sol =
(st1,...,stiq)),st; € {STALL,TICK,DEAD},Vi = 1...|C|}.
St = {sg : sg € Sgr} is the set of considered states of the resulting automa-
ton.
Get : Set — element,element € Set: the function that returns an element
of the given set.
Register : C' x {1..|A|} — 2. This function returns an input symbol for the
i*" automaton based on the states of the global set clocks.
index : 2¢ x C' — N, the position of a clock in an ordered set of clocks.

5.2 The Composition Algorithm

Global variables.
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indexTable:=0: indexTable € N;j;

array StateDomain temp[]: Vi € {0, ..., |ClI-1}, temp[i] € StateDomain;

array StateDomain cur_sol[]l: Vi € {0, ..., |Cl-1}, cur_sol[i] € StateDomain;

array StateDomain OptionsTable[]1[]: Vj € {0, ..., ICl-1}, Vi € {0, ..., 3“”—1},
OptionsTable[i] [j] € StateDomain;

array Boolean SolutionsTable[][]: Vj € {0, ..., |Al-1}, Vi € {0, ..., 3“”—1},

SolutionsTable[i] [j1 € {true, false};
cur_solution € SOL
new_str € Sgr

The main purpose of the following function is to build the composite au-
tomaton from the given set of the input ones. It uses three other functions:
buildSolutions(), getSolutions() and buildOptionsTable().

function composition(){
// the initial state is the cartesian product of all the initial states

1. Sor:=89 X ... X sgﬂ_l; St:={sor};

3. while(St# 0){

4, curp:=GetElement (N) ;

5. SOL:=buildSolution(curg);

6. while(SOL# @){ //for each solution

7. cur_solution:=Get (SOL) ;
// set clocks to the appropriate states

8. for(k:=0; k<|Cl|; k:=k+1){ C[k]:=cur_solution[k]; }
//form a composite state from the states of the input automata in which
// it is possible to go with the respective input sets

9. for(i:=0; i<|Al; i:=i+1){ new_st; := moveOn(cur;, Register(C,i)); }
// include the new created state if it is not yet included

10. if (new_str ¢ Sr){

11. Sr:=SrUnew_str;

12. Ir:=IrUcur_solution;

13. }
//include the created state in the set of unconsidered states

14. if (new_str ¢ St){ St:=St U new_stgr; }
//set the current states to the previous positions

15. for(i:=0; i<|Al; i:=i+1){ cur;:=curglil; }

16. SOL:=S0L\ cur_solution;

7.}

18. N:=N\curg;

19. }
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The following function calculates the set of possible solutions. It builds a table
of all options (OptionsTable) for the states of the clocks. The number of rows of
this table is equal to 3/°! . The base is equal to three because all three possible
states are considered (STALL, TICK, DEAD). The number of columns is equal
to the number of the clocks in the global set. Also, the table for finding solutions
is defined (SolutionsTable). The number of rows is equal to 3!€!, the number of
columns corresponds to the number of input automata. If the input set defined
in a row of OptionsTable is available for the input automaton, then the value of
an element of SolutionsTable situated in the same row as the input set is set the
value true. When the SolutionsTable is completed (all available input symbols
of input automata have been considered), the function getSolutions() is invoked
to find the set of solutions SOL using the data of SolutionsTable.

function buildSolutions(sg){
20. buildOptionTable(0);

//Initially there are no solutions
21. for(r:=0; r<3/°l; r:=r+1){
22. for(i:=0; i<|Al; i:=i+1){ SolutionsTable[r][i]:=false; }
23. 1

24. for(i:=0; i<|A|; i:=i+1){
// receiving the set of input sets for all available transitions
// of the current state of the appropriate i"

// automaton n is a number of available transitions

25. I := availTrans;(sgr[i]);

//assignment of the value true to an element of SolutionTable

26. for(k:=0; k<n; k:=k+1){ setMark(JF) }
27. }

28. return getSolutions();

}

The function based on the values of the completed table of possible solutions
(SolutionsTable) determines whether there are solutions.

function getSolutions(){
29. SOL:=;

//for all the rows in SolutionsTable
30. for(r:=0; r<3/°l; r:=r+1){
31. boolean isSolution:=true;
32. for(i:=0; i<|Al; i:=i+1){

// if at least one value in the row of table is equal to false
// (it means that the given input set is not available for one
// of automata) then the corresponding row of OptionsTable

// cannot be considered as solution
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33. if (SolutionsTable[r] [i]==false) { isSolution:=false; }
34. if (isSolution){

35. for(k:=0; k<ICl; k:=k+1){

36. cur_sol[k] :=OptionsTable[r] [k];

37. }

38. SOL:=S0L U cur_sol;

39. }

40. }

41. return SOL;

}

The function of building the table for all possible options (OptionsTable).

function buildOptionsTable (index){
42. if(index<0){

43. temp [index] : =STALL;

44. buildOptionsTable (index+1) ;
45. temp [index] :=TICK;

46. buildOptionsTable (index+1);
47. temp [index] :=DEAD;

48. buildOptionsTable (index+1);
49. } else{

50. for(k:=0; k<|Cl; k++){

51. OptionsTable [index0fTable] [k] :=temp [k] ;
52. }

53. index0fTable:=index0fTable+1;
54. }

}

The following function assigns the value true to an element of SolutionsTable.
The element corresponds to the current considered input set defined in the table
OptionsTable

function setMark(IF){
55. for(r:=0; r<3/°l; r:=r+1){

56. boolean isDifferent:=false;

57. for(p:=0; p<IL;l; p:=p+1){

58. if (OptionsTable[r] [index(IF [p])1# IF[p]){
59. isDifferent:=true;

60. }

61. }

62. if (tisDifferent){

63. SolutionsTable[r] [i] :=true;
64. }

65. }

}

5.3 The Time Complexity of the Algorithm

To determine the complexity of the composition algorithm, it is necessary to
determine the time complexity of each of the used functions. Let us consider
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the function buildOptionsTable() (lines 42-54). This function is recursive. The
recursion depth is determined by the number of clocks in the global set. Thus,
the time complexity is equal to 3!¢I .

The function getSolutions() has two nested loops. The outer loop (lines 30-
40) goes over all rows of the solution table. The number of iterations is equal to
3l€1 . The nested loop (lines 32-39) is designed to examine the marked input sets
placed in the same row of the corresponding table. Since the number of elements
in the row is equal to the number of automata, the number of iterations is | A|.
The complexity of the function given by the product is defined as 3/€! x |A].

The setMark() function is represented by two loops. The number of iterations
of the outer (lines 55-65) is equal to 3!¢I. The number of iterations of the inner
loop (lines 57-60) is determined by the number of elements in the input set of
the considered automaton. Because it is equal to the number of clocks involved
in the execution of the relevant automaton, the number of repetitions is equal
to |Cz|

We define the complexity of the function for building the set of solutions
buildSolutions(). The initialization phase (lines 21-23) is represented by two
nested loops, the time complexity of its implementation is equal to 3/°! x |A|.
The process of the solutions table completion is presented by lines 24-27. The
number of iterations of the outer (line 24-27) is equal to the number of input
automata |A|. The number of the repetitions of the first inner loop operations
depends on the number of elements which belong to the previously found set of
input sets of the available transitions for the considered automaton. The size of
the set is marked as n. The total time complexity of the function taking into
account the previous results is equal to

D =319 x |A| 4319 x |A| + 311 + |A] x n x 3I€1 x |¢] (1)

The complexity of the developed algorithm can be computed on the basis
of our results. The initialization of the initial state of the resulting automa-
ton requires |A| operations. The cycle through all the unconsidered (lines 3-19)
composite states is determined by the number of elements in N, the number of
iterations is equal to |St|. In this loop the considered earlier function for build-
ing solutions (line 5) is involved. Its complexity is defined as (1). To examine all
built solutions, it is necessary to perform a number of iterations which is equal
to the cardinal number of the set |[SOL|. To assign to all clocks of the global
set the corresponding states, it must be |C| operations (lines 8). To form a new
composite state (line 9), it is performed |A| repetitions of the loop code. To reset
the states of input automata, it is necessary to perform the number of iterations
which is equal to the number of input automata. The formula expressing the
time complexity of the algorithm is as follows:

[A] + [St[(D + |SOL|(|C] + 2 x |A])) (2)

Since we are considering the worst case in which all the expressions of the
clock constraint specification language do not have common clocks, the value n
which is equal to the number of all available transitions can be approximated
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by the quantity 3/, since the number of the available transitions is not greater
than the number of all possible combinations of the states of clocks for the con-
sidered input automaton. Thus, after the change of the corresponding quantity
the representation formula for the time complexity becomes:

]

1 )
|A|(1 4 |St](31€1(2 + T + 331G % |cq]) + |SOL\(W +2))) (3)

From the obtained result (3) we can conclude that the developed composition
algorithm has exponential complexity in the number of clocks involved in the
composition.

Additionally, it depends on the number of states in the resulting automaton.
When the composition is infinite then the algorithm does not terminate. When
the composition is finite, the complexity is exponential in the number of clocks
in the worst case.

5.4 The Implementation of the Algorithm

For a software implementation of the algorithm, it is necessary to represent
each kind of the built automata in terms of classes and to define the suitable
presentation of the correspondent states. There are two types of input automata:
finite and infinite. For the latter ones, lazy evaluation is used to compute the
next state on demand.

All classes are divided into 5 main, architecturally significant packages: enti-
ties, abstractions, states, automata and executors. The entities package contains
the primary classes-entities, which are necessary for the implementation of the
composition algorithm such as the class for the representation of the clock no-
tion, the class for the resulting automaton. The abstractions package stores two
main interfaces that specify responsibilities for all automata and states. The
states package includes all classes intended to work with states of all kinds of
automata. The implementation for all previously formally defined automata for
the basic CCSL operators is contained in the automata package. The executors
package includes classes-executors that are responsible for organizing the correct
interactions of all classes so as to build the synchronized product of the input
automata.

6 Conclusion

This work has proposed a data structure based on lazy evaluation to encode
the semantics of CCSL operators as transition systems. Then the composition
of CCSL operators is computed as the synchronized product of those transitions
systems. The underlying definitions were implemented in Java. The automa-
ton form representation for basic expressions and relations of the CcCSL kernel
were proposed. The lazy evaluation was considered and applied for building the
unbounded automata of the corresponding operators.
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The complexity analysis of the algorithm was conducted. It allowed estimat-

ing the time resources needed by the composition algorithm which solves a given
computational problem. It was shown that the computational complexity of the
developed algorithm is exponential in the number of clocks and is linear with
the size of the resulting automaton. Such an automaton can be infinite in which
case the (semi)algorithm does not terminate.

However, there are many classical examples where the resulting automaton is

finite, and where the actual complexity is much better than the theoretical worst-
case computed here. As future work, we intend to qualify useful cases that are
tractable in CCSL and therefore would allow model-checking CCSL specifications.
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Abstract. Markov and semi-Markov models are widely used in dependability
assessment of complex computer-based systems. Model stiffness poses a seri-
ous problem both in terms of computational difficulties and in terms of accu-
racy of the assessment. Selecting an appropriate method and software package
for solving stiff Markov models proved to be a non-trivial task. In this paper we
provide an empirical comparison of two approaches to dealing with stiffness —
stiffness avoidance and stiffness-tolerance. The study includes several well
known techniques and software tools used for solving Kolmogorov’s differen-
tial equations derived from complex stiff Markov models. In the comparison we
used realistic cases studies developed by others in the past: i) a computer sys-
tem with hardware redundancy and diverse software, and ii) a queuing system
with a server break-down and repair. The results indicate that the accuracy of
the known methods is significantly affected by the stiffness of the Markov
models, which led us to developing a procedure (an algorithm) for selecting the
optimal method and tool for solving a given stiff Markov model. The algorithm
is, also included in the paper.

Keywords. Markov chins, stiffness, stiffness-avoidance, stiffness-tolerance,
computer based systems, availability, multi-fragmentation
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1 Introduction

Dependability of computer systems is assessed using probabilistic models in which
reliability and availability are typically used as measures of interest. Markov chains
(MO) [1, 2] are often preferred to reliability block diagrams and fault trees as MC can
handle well complex situations such as failure/repair dependencies and shared repair
resources [3].

Dependability assessment of complex computer systems is an essential part of the
development process as it either allows for demonstrating that relevant regulations
have been met (e.g. as in safety critical applications) and/or for making informed
decisions about the risks due to automation (e.g. in applications when poor depend-
ability may lead to huge financial losses). Achieving these goals, however, requires
accurate assessment. Assessment errors may lead to wrong or suboptimal decisions.

System modellers are often interested in transient measures, which provide more
useful information than steady-state measures. The main computational difficulty
when MC are used is the size of the models (i.e. their largeness), which is known to
affect the accuracy of the transient numerical analysis.

It is not unusual for modern complex systems to have a very large state space: of-
ten it may consist of tens of thousands of states. Additional difficulty in solving such
models is the model stiffness [5], which is the focus of this paper. In practice stiffness
in models of computer systems is caused by: i) in case of repairable systems the rates
of failure and repair differ by several orders of magnitude [4]; ii) fault-tolerant com-
puter systems (CS) use redundancy. The rates of simultaneous failure of redundant
components are typically significantly lower than the rates of the individual compo-
nents [4]; iii) in models of reliability of modular software the modules’ failure rates
are significantly lower than the rates of passing the control from a module to a module
[4].

In practice it is useful to detect the model stiffness as early as possible. If the
model is stiff, using a small integration step is usually a necessary step for obtaining
an accurate solution. On the other hand, models with moderate stiffness may allow for
obtaining accurate solutions without using a small integration step, thus saving com-
putational resources. With some numerical methods decreasing the step of integration
mat be even counterproductive as it may simply not improve the solution accuracy.

The assessment methods and tools must provide high confidence in the assessment
results. In many cases various regulation bodies would require the tools used in the
development to be certified to meet stringent quality requirements. The stiffness of an
MC can make it difficult to meet this requirement. Careful selection of the method
and tools used to solve accurately and efficiently stiff MCs is needed.

In the last 30 years, many approaches have been developed to deal efficiently with
the MC stiftness [4, 5, 6, 7]. They can be split into two groups - “stiffness-tolerance”
(STA) and “stiffness-avoidance” approaches (SAA) [5]. The main feature of STA is
solving a stiff MC using special numerical methods that can provide highly accurate
results. The limitations of STA are: i) STA cannot deal effectively with large models,
and ii) computational efficiency is difficult to achieve when highly accurate solutions
are sought. The SAA solution, on the other hand, is based on an approximation algo-
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rithm which converts a stiff MC to a non-stiff chain first, which typically has a sig-
nificantly smaller state space [4]. An advantage of this approach is that it can deal
effectively with large stifft MCs. Achieving high accuracy with SAA, however, may
be problematic.

A number of software tools have been developed and applied to solving models of
complex systems such as SHARP, Save [8], Reno, APredict, Mobius, etc. Among
them is the utility developed by some of the authors of this paper (ODU) developed
more than 15 years ago which is based on EXPMETH [21] and has been validated
extensively on a range of models [18 - 20]. The utility uses the algorithm of modified
exponential method. In addition, a number of off-the-shelf mathematical software
packages exist which can be used for solving Markov models, e.g. Maple (Maplesoft),
Mathematica (Wolfram Research) and MATLAB (Mathworks) which use standard
methods for solving differential equations. These math packages enjoy high reputa-
tion among the respective customers earned over several decades by providing a wide
range of solutions and good support with regular updates.

In this paper we present an empirical study using two systems: i) a computer sys-
tem with hardware redundancy and diverse software under the assumptions that the
rate of failure of software may vary over time, and ii) a queuing system with a server
break-down and repair [4]. The solution of the first system is based on the principle of
multi-fragmentation [9], one of the efficient methods of solving an MC in case the
model parameters change over time. The main idea of this principle is that the MC is
represented as a set of fragments with identical structure, but which differ in the val-
ues of one or more parameters. Each of the systems included in the study is described
by a stiff MC. The main difference between the two systems is that the ratio between
the stiffness indices (to be defined below) of the first and the second system is 10°. In
other words we chose them to be quite different in terms of their stiffness index so
that we could study if the stiffness index impacts the accuracy of the different meth-
ods for solving the respective models. Both systems were solved using STA. The
second system was also solved using SAA. Thus we could compare the accuracy of
STA and SAA when applied to solving the same (the second) system and how these
compare with the exact solution, which for the second system is available in [10],
[11].

We report that indeed the stiffness index impacts significantly the accuracy of the
solution methods. We also offer a selection procedure which allows one to choose
(among the many available for solving stifft MCs) the solution method that provides
the best accuracy given the value of the stiffness index of the MC to be solved. We
provide also a justification for our recommendations based on the comparison of the
different methods when applied to the chosen two systems described by stiff MCs.

The numerical transient analysis of MCs is faced with two computational difficul-
ties — the model stiffness and largeness, which can affect the accuracy of the solutions
obtained. Several numerical methods are widely used that address these difficulties,
among them the Rosenbrock method [13], [14], the TR-BDF2 [5], [7], [14], the Jen-
sen’s method (uniformization) [5], the implicit Runge-Kutta method [5], [6], [12], and
the modified Gir method [6].
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The Rosenbrock method is the one-step numerical method that has the advantage

of being relatively simple to understand and implement. For moderate accuracy (tol-
erances of order 10 — 107) and systems of moderate-size (N = 10) the method al-
lows for obtaining solutions which in terms of achieved accuracy are comparable with
the more complex algorithms. If a low accuracy is acceptable, then this method is
attractive. When larger systems are solved the Rosenbrock method becomes less ac-
curate and reliable [13].
TR-BDF2 is a second order accurate A-stable and L-stable single step composite
method that uses one step of trapezoidal rule (TR) and one step of BDF2 (second
order backward difference formula) [7]. [14] demonstrated that TR-BDF2 deals well
with increased stiffness and only requires little extra computations as the parameter
values or the mission time are increased. TR-BDF2 is also recommended for use if
low accuracy is acceptable [5].

The Jensen method (also known as uniformization or randomization) [15] involves
the computation of Poisson probabilities. It was extensively modified [5], [14], [16] to
deal with the stiffness problem. It achieves greater accuracy than TR-BDF2 but still
deals poorly with stiffness in extreme cases. [14] recommends that the Jensen method
be used only in cases of moderately stiff models.

The implicit Runge-Kutta method is a single step numerical method that deals with
the problem of stiffness and is one of the most computationally efficient methods for
achieving high accuracy [6].

Also an aggregation/disaggregation technique for transient solution of stiff MCs
was developed by K. S. Trivedi and A. Bobbio [4]. The technique can be applied to
any MC, for which the transition rates can be grouped into two separated sets of val-
ues: one of the sets would include the “slow” states and the second set would include
the “fast” states [4]. After aggregating the fast transition rates the MC is reduced to a
smaller non stiff MC, which can be solved efficiently using a standard numerical
technique [4].

In the rest of the paper the method by Trivedi and Bobbio [4] is referred to as an
SAA while the other methods surveyed above are referred to as an STA.

The focus of this study is a comparison of the accuracy of the solution obtained
with different methods when applied to the same system. Of particular interest is how
the solutions are affected by the stiffness of the system under study.

The rest of the paper is organized as follow: in the section 2 we describe formally
the stiffness problem and the stiffness index introducing informally the idea of how
stiffness index may impact the accuracy of the numerical methods used in solving the
systems. In section 3 we present the comparison results. In section 4 we present a
procedure for selecting the optimal solution method and tool based on the stiffness
index of an MC. In section 5 we present the conclusions and the problems left for
future research.
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2 Comparative Analysis of Evaluation Techniques

2.1 The Stiffness Problem

Stiffness is an undesirable property of many practical MCs that pose difficulties in
finding transient solutions. There is no commonly adopted definition of “stiffness”
but a few of the most widely used ones are summarized below.

The Cauchy problem % = F{x u] is said to be stiff on the interval [x,,X] if for x

from this interval the following condition is fulfilled:

max | Re(4,) |

O min Rezp] M

where the s(x) — denotes the index of stiffness (stiffness index) and 4; — are the eigen-
values of a Jacobian matrix (Redy = 0. i=12,....n ) [6].

Also the index of stiffness of an MC was defined in [5], [14] as the product of the
largest total exit rate from a state and the length of solution interval (=Ait), where /;
are the eigenvalues of the Jacobian matrix.

A system of differential equations (DE) is said to be stiff on the interval [0,2) if
there exists a solution component of the system that has variation on that interval that
is large compared to //t. Thus, the length of the solution interval also becomes a
measure of stiffness [14], [17].

We use the index of stiffness in the empirical evaluations that follow as a measure
of discrimination between the MCs with different indices of stiffness: high-stiffness
(s(x) >10°), moderate-stiffness (10°< s(x) <10°) and low-stiffness (s(x) < 10°).

Here we provide an illustration of how the index of stiffness can affect the accu-
racy achievable by numerical methods of solving a system of the DEs, which de-
scribes a stiff MC.

The most common type of a stiff linear system of DEs is the system in which the
eigenvalues can be divided into two groups, based on the difference in their modulus
values. The eigenvalues of the first group with large modulus values determine the
solution behaviour in the boundary layer. Their corresponding components are rapidly
decreasing. The eigenvalues of the second group with small modulus values deter-
mine the solution behaviour out of the boundary layer. The index of stiffness (1) is the
ratio between the maximum value from the first group and the minimum value from
the second one.

To describe in detail the influence of this separation on the stability of the numeri-
cal methods let us consider a DE matrix with constant coefficients,

V'=Ay, A=(ay),i,j=1,..M 2

$(0)= 0,31 = (¥0)si =1ys M (3)
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Matrix A is a simple-structured matrix, which means that it has M linearly inde-
pendent eigenvectors and A& — are the eigenvalues and the corresponding eigenvec-
tors of matrix A, respectively. The solution of the Cauchy problem (2) with initial
conditions (3) is presented in (4):

M
¥ = 1Ce e *

Each component €g**g present in the solution (4) is proportional to one of the
eigenvectors and is integrated independently of the other components.

If matrix A has large absolute negative eigenvalues a very small step h would be
required on the whole integration interval. With a large integration interval this limita-
tion would cause an increase of the local round-off errors, which would become a
serious problem if high overall accuracy is sought.

As an example let’s consider a system of two differential equations. Without loss
of generality let us assume that Li,| 3 Ligl.

The exact solution (4) will take the following form:

y(x) = CieM¥e, + Cre™2e, 5)

The first component of of the solution will decrease rapidly on the inter-
valw 7 =1/4,], and after that will become extremely small. In this interval this
component influences the solution y(x). The second component changes on the inter-
val T = 1£0i;]. The second interval is much wider than the first one. In this interval
the second component influences the solution y(x). In the first interval the rate of solu-
tion change is high and it is dominated by the change of the first component. In the
second interval, the rate of change is small and is dominated by the change of the
second component. As we can see the values of the given coefficients affect the be-
haviour of the transient solution. On the first interval, the so called boundary layer, in
order to achieve an accurate solution in the presence of rapid changes, the step-size
must satisfy the condition i < 1/14,|. In the second interval the same condition on
the step is required, because the corresponding component of the DE must decrease.

The example despite its simplicity provides a clear illustration of how different ei-
genvalues may lead to the need for changing the step-size in different integration
intervals so that accurate results may be obtained. The value of the stiffness index (1)
clearly affects the accuracy achievable with a given solution method. The higher the
stiffness index the stricter the requirements imposed on the stability of the chosen
numerical method.

We study in detail the impact of the stiffness index on the achievable accuracy with
different numerical methods using two stiff MCs with substantially different stiffness
indices, s(x). The first stiff MC is a model of a computer system with hardware re-
dundancy and diverse software (S;) [21]. The second system is a queuing system
with server break-down and repair (M/M/1/k) [5]. The first system is of moderate-
stiffness, with s(x)=4*10° (1), where max [Re(};)] = 0.2 and min[Re(};)| = 0.0005. The
MC of the second system is of high-stiffness, with s(x) = 3.0001*10", where max
|[Re(A)|=3.0001 and min|Re(A;)|=0.0001. Both MCs are of equal size — 20 states. The
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study was conducted using the functions for solving stiff DEs implemented in the
mathematical package MATLAB — ode23s, ode23th, odel5s, which implement the
Rosenbrock method, the TR-BDF2 and the method of backward differentiation, re-
spectively.

Table 2. Experiment results

t,=[0,1000]
Method Parameter S,y M UM/m
NSS 93 172
Rosenbrock FE 2141 4302
NLS 279 516
NSS 114 210
TR-BDF2 FE 269 506
NLS 361 692
Backward NSS 74 150
differentiation FE 11 203
NLS 89 179

Table 1 summarizes the parameters obtained with the different methods for solving
stiff DE: the number of successful steps (NSS), the function evaluations (FE) and the
number of solutions of the linear systems (NLS). The time interval is t;=[0;1000]. The
Table shows that even when the model largeness is the same the solution for a system
of high-stiffness, M/1/M/m, requires nearly twice as many steps, function evaluations
and linear system solutions.

2.2 Stiffness-Tolerance and Stiffness-Avoidance Approaches

Stiffness-Tolerance Approach. The main idea of this approach is using methods that
are stable for solving stiff models. These can be split into two broadly classes: “clas-
sical” numerical methods for solution of stiff DEs and “modified” numerical methods
used for finding a solution in special cases.

(a) The classical (non-modified) numerical methods for solving stiff DEs use spe-
cial single-step and multi-step integration methods. Examples of such methods are the
implicit Runge-Kutta, the TR-BDF2, the Rosenbrock method, the exponential
method, the implicit Gir method described in [5], [6], [7], [13], respectively. The im-
plicit Runge-Kutta, TR-BDF2 and Rosenbrock method are implemented by several
mathematical off-the-shelf software packages and are usually considered the most
accurate methods for solving stiff ODEs.

(b) An example of the modified numerical methods is the exponential modified
method. The original algorithm was presented in [6] and is based on the evaluation of
the matrix exponent. In [6] this method is recommended as one of the most effective
algorithms for solving the class of ODE systems with a high value of the Lipchitz
constant, and as a special part of a stiff ODE. As a modification part, an automated
adaptive step of integration can be implemented [6]. As the method has a multi-step
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algorithm the given modification can increase the accuracy of the solution. The
amount of computations and the machine time needed for the solution of stiff DEs can
be reduced, too [6].

The solution provided by using any numerical method is expected to be accurate.
However, typically the result obtained with numerical method include errors coming
from different sources, such as: problem statement error - an inherent error, due to
various simplifications introduced in order to make the problem (analytically) tracta-
ble; truncation error - the error related to truncating the infinite series after a finite
number of terms are computed; round-off error - the type of error that arises in every
arithmetic operation carried out on a computer; initial error - the error related to the
presence of approximate parameters in the mathematical formulae. Ideally we would
like to control each of these components of the computational error.

Stiffness-Avoidance Approach. The basic idea of this approach is a model trans-
formation by identifying and eliminating the stiffness from the model, which would
bring two benefits: i) a reduction of the largeness of the initial MC, and ii) efficiency
in solving a non-stiff model using standard numerical methods. The approach was
named an aggregation/disaggregation technique for transient solution of stiff MCs.
The technique, developed by K. S. Trivedi, A. Bobbio and A. Reibmann [4], [11], can
be applied to any MC with transition rates that can be grouped into two separate sets
of values — the set of slow and the set of fast states [4].

While the transformation of the initial stiff MC brings benefits in terms of effi-
ciency, to the best of our knowledge, no systematic study has been undertaken of the
impact of the transformation (from a stiff to a non-stiff MC on the accuracy of the
solution. In addition, since the method is not supported by standard off-the-shelf tools,
the scope for human error in applying it is non-negligible.

3 Examples and Results

3.1 Example Systems Used in the Studies

In this subsection we provide a brief description of the systems that were solved using
STA and SAA. The first system was solved using both approaches, while the second
one — using only the SAA. The solution of the second system using STA was pre-
sented in [11, 12].

System 1: A Fault-Tolerant Computer System. The first system, Fig. 1, used in
the study is a fault-tolerant computer system with two hardware channels, on which
diverse control software is run.

ﬂ, PC 1: SW Server 1: PC 2: SW Server 2:
o) M| | Aary > Haq) 0202 M| | Aoy > Moy

Fig. 1. Reliability block diagram of the chosen fault-tolerant system
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In this case increasing system reliability is achieved via redundant hardware-software
components with identical hardware structure that supports “hot backup” [21]. We
assume that software run of the hardware channels is diverse [18], i.e. non-identical
but functionally equivalent software copies are deployed on the hardware channels.
The architecture thus offers protection against software design faults. Two channel
configurations are very widely used in many safety-critical application, e.g. in instru-
mentation of nuclear plants, for instance Quad 3000 SIS critical control and safety
application. Also similar architectures are used in many business-critical applications,
such as the fault-tolerant servers (Blade Server NS50000c, IBM z10, Sun SPARC
Enterprise M9000 [21]).

Informally, the operation of the system is as follows. Initially the system is work-

ing correctly — both hardware and software channels deliver the service as expected.
If during operation one of the hardware channels has failed, the system operation will
be failed over to the second channel until the first channel is “repaired”. Similarly, a
software component may fail, in which case a failover will take place to the other
channel, etc. In addition, we assume that the rates of failure and repair of software
will vary over time, e.g. as a result of executing the software in partitions as discussed
in [19]. We implement this assumption based on the research work [21]. This as-
sumption captures a plausible phenomenon — variation of software failure rates -
which is well accepted in practice: various software ‘aging effects’ are indeed mod-
elled by an increased rate of software failure.
Model Parameters. The model parameters are as follows: i) dy1), Hp1y and Ay, Hpe) —
hardware failure and repair rates of the first and second hardware channels, respec-
tively; ii) Aq), Adz)— the initial software failure rate of the 1 and 2™ software ver-
sions; iii) ALy — the step of failure rate decrease after the software recovers from a
failure; iv) pgayand pge) — the initial software repair rate of the 1* and the 2™ software
versions; V)AL, — the step of software repair rate decrease after the software recovers
from a failure. We also assume that the values of system failure and repair rates of
both the hardware components and of the software versions are equal: A,y = Ay),
Hp(1) = Hp2), Ad) = Aa@), Maay = Hae) [21]-

The Markov transition graph for the system presented in Fig. 1 is shown in Fig. 2.
The model is built using the principle of multi-fragmentation [9]. Using this principle
the model can be divided into N fragments that are with the same structure but may
differ in one or more parameter values [21]. The number of fragments N in the MC
depends on the number of expected undetected software faults NV,, the value of which
can be estimated using probabilistic prediction models (6) [21]:

N=N+1 (6)
The sum of the failure rates of both software versions is defined as (7):
A= Myt M) @)

This MC of System 1 consists of the following states: SF;={S;, S, ..., Sy+;} — the
set of states when both the hardware and software on both channels are working cor-
rectly, SF>,={S,, S5, ..., Ssu+2! — the set of states in which one of the hardware channel
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has failed, SF3={S; Ss ..., Ssu+3} — the set of states in which one of the software ver-
sions has failed.

The system’s operation is described next. At time ¢, the system operates correctly
in S;. At random moment, ¢,, a hardware or a software component failure occurs. In
case of a hardware failure the system moves to state S,. The rate of this transition is
2), and recovers from this state back to S; with rate p,. In case of software failure the
system moves to state S; and recovers from this failure by moving to state S, with rate
pg- The states S, S, and S; form the first fragment of the model, Sy, S5 and Sq— form
fragment 2, etc. We assume that the internal fragments rates pq and A4 decrease by
Apg and Ady, respectively, as the system moves between fragments from left to right.

From the (Fig. 2) we derive the matrix of the system transition rates (8), where
i=(1,..,n) is the number of system fragments:

_ Lo
A e Ag—Biy Ka | Ha
T e B
|

|
|
24, Hp 22, Hp |
|
|

Fig. 2. Model of the system to be studied

@pth) 4y O 0 0 0 0 0 0 0 0 0
%, 4 0 0 0 0 0 0 0 0 0 0
o0 - 0 0 0 0 0 0 0 0 0
0 0 4 (M) B O . 0 0 0 0 0 0
0 0 0 %, 4 0 . 0 0 0 0 0 0
0 0 0 ANy 0 —(y-itg) . O 0 0 0 0 0
0 0 0 0 0 0~y 0 0 0 0 0
0 0 0 0 0 0 oy (N2 0 0 0
0 0 0 0 0 0 0 %, - 0 0 0
0 0 0 0 0 0 0 Ay 0 -y 00
0 0 0 0 0 0 0 0 0wy 2, 4
0 0 0 0 0 0 0 0 0 0 %

System 2: A Queuing System with Server Breakdown and Repair. The second
system was described in details by K.S. Trivedi and A. Bobbio in [4, 10]. The authors
consider an M/M/1/k queuing system where m is the system capacity. The first “M”
denotes a Poisson arrival process, the second “M” — denoted an exponentially distrib-
uted service times. The system has 1 server and k buffers to hold customers waiting
for a service. The resulting model operates in 22 states [11]. Fig. 3 shows the Markov
transition graph for the system.
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Fig. 3. The state diagram of the M/M/1/m queuing system with a server breakdown and repair

Model Parameters. The A and p are the arrival and the service rates, respectively,
while y and t denote the server failure and failure repair rates. The main assumption is
that the rates A and p are fast while y and 1 are slow [4]. Using the parameters pre-
sented in [11] we computed the index of stiffness for this system to be s(x) =3-10".
Under the terms of this paper this system as classified as a high-stiffness system. The
system was solved on the same interval [0, 1000) [11].

3.2 Experimental Results

In this Subsection we present the results obtained using the approaches described in
Section 2. The solutions for the MC of high-stiffness (the queuing system) is referred
to as Experiment 1. The solution for the MC of moderate-stiffness (the fault-tolerant
computer system) with changing parameters, would be referred to as Experiment 2.
Lastly, we define an MC of low-stiffness: this is a variant of the fault-tolerant com-
puter system with two hardware channels in which the model parameters have been
changed so that the stiffness index has become low (s(x)=50). This solution will be
referred to as Experiment 3.

Experiment 1. A solution of the queuing system with sever breakdown and repair
using SAA was presented in [4], [11]. In [4] as a measure of interest the authors used
the expected number of customers in the queue, E[N]. In [11], in addition, the ap-
proximate result (calculated using SAA) and the exact values of Pyy(t) - the probabil-
ity of having all buffers full and the server down — were plotted together.

Now we turn our attention to solve the MC of high-stiff using the STA to solve this
model. We used two methods that fall into the STA category: using the EXPMETH
utility; using the functions for solving stiff DEs implemented in the mathematical
package Mathematica.

We used EXPMETH with initial data as follows: the matrix of coefficients was set
as defined in [11]; the mission time was set to t=1000; the accuracy of the solution
sought was set to 10; the number of steps was set to n=20. As Table 2 illustrates we
obtained a negative result, where the probabilities were calculated for every 50 hours
of the mission time, S={S,,S,,S;,...,S2}-
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Table 2. Results obtained for Experiment 1 with ODU (EXPMETH)

Sn
50 1.76231646111739250e+0100- 1.06048815978458797e+0095-
4.15365304345735515e+0100 | =" | 3.22465594380700072e+0094
1000 1.88981041657022775e+2054- 1.13720867698699733e+2049-
4.45414711917994213e+2054 | ~° | 3.45794216161554014e+2048

The results from using the functions for solving stiff DEs implemented in Mathe-
matica are summarised in Fig. 4 in which the exact solution for P,y(t) for 1,=1.0,
given in [11], is compared with the results obtained with Mathematica.

Based on the empirical evidence with the STA methods applied to Experiment I
we conclude that STA cannot provide highly accurate solution for MCs of high-
stiffness.

P(t) 001 7
0,008 /"“ - -
0.006 - —
——® = Exact solution
0,004 -
, e N athematica
0,002 1
0 T T \ t
0] 200 400 600 800 1000 1200

Fig. 4. Results of solving Experiment 1 model using Mathematica

Experiment 2. To solve a moderately-stiff MC (Experiment 2) using SAA we
used the algorithm described in [4] and the uniformization method. STA solutions are
also obtained using EXPMETH and the mathematical package Mathematica, respec-
tively.

The mission time was set again to t=1000, s(x)=4*10" (1), where max [Re(\)|= 0.2
is the value of pg4, the software repair rate in the initial model fragment and
min[Re(A;)|=0.0005 is the value of py for the software repair rate in the final model
fragment.

A comparison between the solutions is shown in Table 3 for values of the prob-
abilities that the system is working in each of the states: {S;, S4, S7, S10, S13, St16, Si19}
at t=500. This set represents the states without failure (operational states, i.e. both
channels work correctly without hardware or software failure).

Fig. 5 shows the results for system availability obtained with EXPMETH and
Mathematica. For this system (Experiment 2) we used the result obtained with
EXPMETH as an exact solution [18]. A discussion of the discrepancies between the
solutions obtained with various packages is available in [18].

Based on this experiment we can conclude that for MCs of moderate - stiffness
both the SAA and STA can be used. We note that the STA methods would produce an
accurate solution faster than SAA when applied to small to moderate systems.

We also note that the particular mathematical package, Mathematica, detects auto-
matically the stiffness of the DE’s using a built in “StiffnessTest”. In addition the user
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of this package can use ”StiffnessSwitching”, the basic idea as the name suggests
being that the package will switch automatically between stiff and non-stiff solvers
depending on the outcome of the stiffness test. The non-stiff solver uses the “Ex-
plicitModifiedMidpoint” base method, while the stiff solver uses the “Linearylmplic-
itEuler” base method [22]. Such special methods can be useful in case of solving an
MC of small to moderate size. Finally, we note that the mathematical package offers
convenience, but at same time significant effort is required to construct the necessary
functions in case of large models, which introduces scope for human errors, e.g. while
entering the initial data.

Table 3. Results comparison. System 1

STA

State/t=500 | SAA EXPMETH | Mathematica
S,(0) 0536010 0537050 | 0.537052
S4() 0323950 0321630 | 0,321634
S() 0,078610 0,078540 | 0,078542
Siof) 0,010180 0,009810 | 0,009814
Sis(t) 0,000640 0,000620 | 0,000618
Sie(t) 0,000021 0,000020 | 0,000023
S,o(0) 0 0 0

EXPMETH can be more effective in terms of usability. With Experiment 2
Mathematica required a function with 7 arguments, while EXPMETH only required 4
arguments and a matrix of coefficients of the DEs.

1
P(t) -—-4—--EXPMETH
0.98

——@®— Mathematica

0.96

0.94

0,92

0 2000 4000 6000 8000

Fig. 5. Comparison of STA methods applied to Experiment 2 t

Experiment 3. We solved the model of a system with low-stiffness (Experiment 3)
using the STA only. Based on the justification in Subsection 2.1 we concluded that
SAA are the best for solving MCs of high-stiffness and large MCs of moderately-
stiffness. In case of MCs of low-stiffness the use of STA can take less time and still
provides an accurate solution. As in the previous experiment we consider a mission
time t=1000, the s(x)=50 (1), where max |Re(A;)|= 0.2 — the value of p, software re-
pair rate in the initial model fragment and min[Re(A;)|=0.004 — the value of py soft-
ware repair rate in the final model fragment. Fig. 6 shows the results of the compari-
son of system availability, P,(t), obtained with EXPMETH and Mathematica. The
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results are practically indistinguishable. Based on this experiment we can conclude
that for MCs of low-stiffness the STA can provide an accurate result.

1

P(t P
000 I (® @ -« EXPMETH
0,98 . amm¢ =N athematica
0.97 |#
0,96 ‘
0.95 b adad e sl Sl il ol o T o
0.94

0 200 400 600 300 1000

Fig. 6. Comparison of results with STA methods applied to Experiment 3

4 Selection of a Solution Method and of a Software Tool

Based on the results presented in the previous Subsection we propose the following
selection procedure (Fig. 7), which takes into account the index of stiffness of the MC
under consideration. The first layer of the algorithm takes the index of stiffness, s(x)
given by (1), as an initial separator. The system in question is assigned to one of the
three classes: high-stiffness, moderate-stiffness or low-stiffness.

An MC of high-stiffness. If the value of s(x) is greater or equal than /0° the system
model is defined as an MC of high-stiffness. We move to the left branch of the algo-
rithm. If in the system under consideration the parameters change over time, we pro-
pose that the principle of multi-fragmentation (MFM) be used. Otherwise this step is
skipped. Based on the results from Experiment I, we propose that SAA be used. In
this case using specialized software will provide the most accurate solution. The use
of STA in this case can produce a solution of low accuracy, which may be unaccept-
able.

An MC of moderate-stiffness. If the index of stiffness is in the interval [10?, 10°]
we move to the branch in the middle of the diagram. As in the previous case we pro-
pose that MFM be used if in the system under consideration the parameters vary over
time. If the parameters do not change the procedure suggests that the initial MC
(IMC) be used. On the third layer we propose that the largeness be used as an addi-
tional separator. As a theoretical separator the number of system states n=1000 can be
used. If the number of model states is greater than n — the model is considered large,
otherwise the model is not large. To provide effective results in case of a moderately-
stiff large MC we propose the use of SAA and specialized tools. Indeed, one of the
main features of SAA is the reduction of the system state space. For moderately-stiff
MCs which are not large, based on the results of Experiment 2, we propose that STA
be used with either EXPMETH or other specialized tools.

An MC of low-stiffness. If the index of stiffness is low, s(x) < 10%, we move to
the right branch of the algorithm. On the second layer we use the same separator as in
previous cases. If the system under consideration includes parameter changes then
MFM is needed, otherwise it is not needed and the initial MC can be used. In the third
layer the system largeness is used as a separator. In case of a large MC of low-
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Fig. 7. An algorithm of selecting an optimal method for solving MCs based on the stiffness
index and the size (largeness) of an MC

stiffness we propose that STA be used; as a tool we would recommend either
EXPMETH or another specialized tool. These specialized tools were developed for
special problems solution so they can provide more convenient data representation
and satisfy the requirements of high accuracy. In the case of an MC of low-stiffness
which is “not large” we propose the use of STA and EXPMETH or mathematical

packages.

5 Conclusion

As a result of empirical studies we noticed that the value of stiffness index and the
size of the MCs can affect the accuracy of the solutions achievable using different
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methods. One of the interesting results is that we can effectively use the SAA to solve
a large moderately-stiff MC when the parameters vary, which was the focus in previ-
ous research work [18]. In our future work we intend to extend the algorithm pre-
sented in the paper and take into account the most effective approach that can deal
with large MCs: largeness-tolerant and largeness-avoidance approaches. As a result
we are hoping to define the best combination of “largeness-stiffness” approaches that
can be applied effectively to systems with variable parameters.
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Abstract. The problem of estimating quantity of information, which
can be obtained in the process of binary consecutive measuring a qubit
state, is considered in the paper. The studied quantity is expressed as
Shannon mutual information between the initial qubit state and the out-
comes of a consecutive measurement. It is demonstrated that the maxi-
mum of information is reached by projective measurements. The maxi-
mum quantity of accessible information is calculated. It is proved that in
the case of arbitrary binary test the maximum is reached asymptotically
for consecutive measurements.
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1 Introduction

Industrial applications of quantum communication channels require developing
sound method for constructing them. It is well known that Shannon information
theory is a mathematical background for the such methods and the notion of
Shannon mutual information [1,9] is a basic instrument for the classical theory
of communication. Thus, studying informational quantities for quantum commu-
nication channels is a very important problem for building quantum information
theory.

The amount of accessible information on the quantum system is an impor-
tant information-theoretic quantity. This information is obtained by performing
quantum measurements on the given system. To study the possibility of ob-
taining information it is suitable to express it as Shannon mutual information
between the qubit state and the outcomes of a measurement.

One of the first investigated problems with respect to the discussed quantity
was the so-called problem of distinguishing quantum states. It consists of the
following: suppose that quantum system is prepared in a state described by
one of the density operators p; (i = 1, ..., n) with probability p;. The goal is
to determine which state is given using a single measurement of the considered
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quantum system. Thus, the task is to find measurements providing the maximum
of Shannon mutual information. This problem was investigated by Holevo [4],
Davies [2] and many others. Particularly, Holevo proved in [4] that obtainable
information I is less or equal than the so-called Holevo bound

I<S (Zpim) — ZI%S(M) ,

where S(p) = Tr(plog p) is the von Neumann entropy. It follows that the amount
of information obtainable by a single measurement never exceeds log(dim #),
where H is a state space of a quantum system.

Consider a more general problem. Imagine that we do not have any pre-
liminary information on the possible states of a quantum system. In this case
all possible pure states are equiprobable, so, we can not work with a finite set
of initial states. Assume also that we have in our disposal a single measuring
instrument. How much classical information can we now obtain?

In the paper we consider the simplest case of this problem. Suppose we have
an arbitrary pure qubit state and an instrument doing binary test of it. Assume
that all possible initial states are equiprobable. Our aim is to obtain classical
information on the qubit state using only the given measuring instrument. Cer-
tainly, we want to get as much classical information as possible. So, this time we
investigate the amount of information accessible in this case.

It is well known that in the case of performing a single measurement the
maximum of classical information is obtainable by a projective measurement.
We present a simple proof of this fact. In addition, we calculate the maximum
value of information and then we show that in the case of arbitrary measuring
instrument this value can be attained asymptotically using consecutive testing.

This paper is organized as follows: in Section 2 the problem is set formally
and the formula for Shannon mutual information of two random variables is
obtained. The first one describes the density of the parameter of the initial
state, and the second one corresponds to the measurement result. In Section 3 a
special kind of measuring instrument which performs a projective measurement
is considered. It is demonstrated that in this case we obtain the maximum of
accessible information. Further, in Section 4, it is proved that in general case
consecutive measurements provide to attain this value asymptotically.

2 Shannon Mutual Information between the Qubit State
and the Outcomes of a Consecutive Measurement

To set the problem formally we firstly need some basic definitions.

In quantum computing, a qubit is the quantum analogue of the classical bit.
Like a bit, a qubit have two basis states: |0) and |1). The difference is that a
qubit can be in a superposition of the basis states at the same time. This means
that a pure qubit state can be represented as a linear combination of |0) and |1):

[¥) = al0) + B1) ,
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where « and (8 are probability amplitudes and can in general both be complex
numbers such that |a|? + 3|2 = 1.
We use a density operator as a mathematical model of a qubit state.

Definition 1. Let H,, be an n-dimensional Hilbert space of a quantum system
with n levels. A nonnegative definite operator p on H,, is called a density operator
if it holds the condition Tr(p) = 1.

Density operator p corresponds to a pure state if it is an one-dimensional
ortho-projector. In other cases p corresponds to a mixed state.

We describe the considering pure state of a qubit by the corresponding density
operator p(#,a). It can be represented by the following matrix

%—9 eia”i_gz
p(9,a)= 1 1 )
—ix 7_92 _ 0
e 1/4 2+

1 1
where parameters 6 and « satisfy the conditions —3 <#< 2 0< a<2r.
Let @ be the equiprobability distribution on the segment [—%7 %} It is used

to model uncertainty of our knowledge about parameter 6 for an initial state of
the qubit.

Let us describe the given measuring instrument using the following definition
of a qubit binary test [5].

Definition 2. A pair of nonnegative definite operators T = {My, M1} on Ho
such that My + My =1 s called a qubit binary test.

The mathematical model of a qubit binary test is described and studied in [10].

Let M be a set of all possible qubit binary tests. Consider T € M, T =
{My, M;}. Let {|0),]|1)} be the ortho-normal basis in Hz such that |0), |1) are
eigenvectors of the operator My corresponding to eigenvalues 0 < m; < my <1
respectively. In this case the operators My and M; are represented in a such

way:
I U 0 o 1—m1 0
M°<0 m2>’ Ml( 0 1—m2>'

Denote by X = {0,1} the set of outcomes for the given qubit binary test.
The probability distribution on this set is defined by the following formulae:

Pr(0 | p) = Tr(p- Mo), Pr(1 | p) = Tr(p- My).

As we already mentioned, our aim is to obtain classical information value of
the initial state as much as possible, using only the given instrument to measure.
For this purpose we perform consecutive qubit binary testing. In other words, we
repeat our measurement n times to observe the result of each iteration. After n
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iterations we obtain a sequence x(™ = (21,

.y Xp), where z; € X(i =1,
As it is shown in [10],

ey ).
Pr(x® | p(0,0)) = m(1 — my)™* (

1 1
5~ 0) +mE (1 —mg)" < —|—0> ,
where k is a number of ’1’ in the outcomes sequence x(™).

In further computations it is suitable to use some properties of Bernstein
basis polynomials of degree n [7]

ny _k n—k
281 —z ,
WECES

so, we rewrite the last equation as follows:

Pr(x™ | (6, 0) = (’;) ((5-0) Buatmt (5+0) Bustma)).

Let X € {0,1}" be a random variable describing an outcomes sequence.
The density of X with respect to © is defined by the following formula

Bn’k(z)

p(x™19) = Pr(x™ | p(0, ).

The main objective of this section is to compute Shannon mutual information
[1,9] of random variables X and ©. Tt is equal to

IX;0) = HX™) - HX™6),

(1)

where H(X®) is Shannon entropy of X™ and H(X®|0) is conditional en-
tropy [1,9]:

H(X™|0) = /

N

H(X™|0 =0)d6 .

[N

Let us compute the marginal distribution of the random variable X, which
corresponds to the joint density function p(x(n), ). The latter is described in a
such way:

2
The marginal distribution p(x™) is defined as follows:

p(x™) = /i p(x™,0)do = (Z) - (B%k(ml) + Bk (1m2)

5 [ do—

(Bnx(m1) — By (m2)) /é 9d9> = (n) B By k(m1) ;Bn,k(mQ) .

px.0= () ((3-0) Bastm + (5 +0) Busims))

_1
2
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Firstly, let us compute entropy of X(®):

n

HOK) == 30 ) ogpl) = = 3 (1)) togpx)

x(me{0,1}n k=0
Substituting the expression of marginal distribution, we obtain

R ()

k=0
n

5 <Bn,k(m1) + Bn,k(mz)) log (Bn,k(ml) t ank(m”) )

2 2
k=0

Secondly, we can compute H(X™)|0):

HEX®™[O)=— [ HX™|0 =6)ds = —/2

— 1
2 k=0

() 1 o ()0

1
2

By direct calculations it is easy to check that

o ()
()t ()
log ((; _ 9) Bui(m1) + @ + 9> Bmk(mg)) Q. (3)

Now, using (1), (2) and (3), one can obtain the expression for Shannon mutual
information

= ([ (3 () i)

log (; - 9) Bui(m1) + (; + 9) Bn,k(m2)> do—
Byi(m1) + Bpg(ma) log (Bn,k(ml) + Bk (m2) )) .

2

It is easy to see that if k is such that By, x(m1) = By, k(ms), then the corre-
sponding summand is equal to zero:

/ (Bu i (m1) - 10g By (1)) d6 — Bu x (m1) - log B (m1) = 0.
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Note that in the case of equality m; = mg the polynomials B, x(m;) and
B, (m2) are equal for each k, so, we can not obtain any information about
the initial state. Thus we futher consider the case mi < ms.

Let A, be a set of non-negative integers defined as follows:
A, = {k S {0, ceny n}|Bn’k(m1) 7é Bn’k(mg)} .

Denote by A,, the complement of the set Ay, i.e. A, = {0, ..., n}\A,. Now
we can consider only values of k from this set, but we keep on working with all
summands. We demonstrate further that it is more suitable. Instead of omitting
zero summands, let us present them in the following way:

B By, (m1) 2In2 —1
0= (B"*’“(ml) 21n(2) g Drk(ma).

Thus, we have

I(X™;0) = Z (/j ((; - 9) B, 1(m1) + (; +9) Bn,k(mz)) :

k€A, 2

log ((; - 9) By i (m1) + (; + 9) Bn,k(m2)> do—

Bui(m1) + Bus(ma) | <Bn,k<m1> + Bn,k(mz))> .

2 2

5 (- ) - 2022 ).

k€A,

After integration we obtain

I(X(“);@) _ Z (_ Bn,k(mligfn,k(mz)_F
keAn
Bk (m2)?log B, k(m2) — By, k(m1)? log By, k(m1) B
2(Bp,k(ma) — By k(m1))
Pl D) g (Bvlrm) 2 Burlma) )

2
2 ((B"’k(ml)‘3512($1)> —21;11;1 Bnuml)) |

k€A,
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Taking into account that for k from the set A, the equality By, x(m;) =
By, 1(m2) is held, we can rewrite this formula as follows:

" 2ln2-1
W(Bn,k(ml)Jan,k(mﬂ)* Z

k=0 k€A,
Z (Bn7k(m2)2 10g Bmk(mg) — Bn7k(m1)2 log Bmk(ml) _
2(Bn k(m2) — By k(m1))

(Bp,k(m1) + By p(m2)) - log (B x(m1) + Bn,k(m2))) .

2In2 -1

). g) —
[(X™%0) 2In2

Bn,k(m1)+

keAn

2

n
Simplifying this expression and using the evident equality, > B, x(z) = 1,
k=0

we get the following expression for mutual information:

2In2 -1 2ln2 -1
I(X™:0) = ———— — ——5 B
(X™:0) = =z 2 oz DrklmF
keAn
1 Z ( .k (M2)? log B, i (ma n( 1)? log By, i(m1)
2 AL ( nk(mQ n, ( ))

) —
) —
(Bnk(m2)?* = B x(m1)?) -1og (By,x(m1) + Bn x(m2))

(Baim2) — Bug(m1)) ) @

3 Extremal Property of Projective Measurements

In this section we consider a special kind of measurement. Let m; = 0 and
mz = 1. In this case the qubit binary test T = {My, M1} looks as follows:

00 10
w=(a5) - = 0)

The first interesting property of this measurement is its repeatability. Actu-
ally, note that M; - M; = §; ; - M;. So, My and M; are orthoprojectors, and T
is a projective measurement. Thus, in this case the repeated measurements give
the same result. We demonstrate further that due to this property consecutive
testing do not provide any extra information. The second and the most remark-
able property is that we can obtain the maximum of the accessible information
if and only if we use a projective measurement.

First of all let us compute the amount of information obtainable by the
considering measurement. In the considered case we have only two values of k
such that the corresponding polymomials By, j(m1) and B,, x(mz2) are not equal.
So, A,, = {0,n}, and

Vk € A7n : Bmk(ml) = Bmk(mg) =0.
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Now using (4) it is easy to see that considering my = 0 and mo = 1 we obtain

. 2In2 — 1
I(X™:0) = =i

Our next goal is to show that the obtained amount of information can not
be reached using any other qubit binary test. For this purpose we investigate
the function describing the accessible information (4).

At first let us rewrite this function in a more suitable way. Consider the
general case, in which 0 < m; < mg < 1. We will demonstrate futher that the
exceptional cases, when 0 = m; < mg < lor0 < m; < mg = 1, are similar to the
latter. Taking into account that in the general case Vk € {0, ..., n} By x(m1) > 0,
let us denote the ratio between B, ;(m2) and B, (m1) by a new function:

Bn,k(m2)
Bn,k(ml) '

Thus, by direct calculations we obtain the following formula for mutual in-
formation:

ok (M1, mo) =

2In2—1 2In2-1 1
IX™:6) = =5~ 5ms an’k(ml)_ 2 2 Busm):
keAn

kEAn

b,k (M1, m2)
tn,k(ml,mg) +1
1 —tp k(my, m2)

tnk(mi,ma)? - log ( ) + log (tn,k (M1, ma) + 1)

()

Let f(t) be a function defined as follows:

t
t? - log () + log(t + 1)
ft) = t +11_t |

Now it is easy to see that the formula (5) can be written as

2In2 -1 2In2 —
I(X™;6) = om2 | 2m2

LS Blm+

keA,

% > Bn,k(ml)'f(tn,k(mlva))> . (6)

keAn

We claim that in the considered case (0 < my < mg < 1) mutual information

is less than
2In2 —1

2In2

To prove this fact it is enough to notice that the variable part of expression (6)
is always negative. Actually, we know that B,, p(m1) > 0 and t,, (m1,m2) is a
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ratio of two positive values, so, it is also positive. In addition, it is easy to show
in the classical way that for all ¢ € (0,1) U (1,00) function f(t) is greater than
Zero.

Now we need to consider the special case, in which 0 < my <1, mg = 1. It
is evident that the case when my = 0, 0 < mo < 1 is similar to the latter.

Suppose that 0 < m; < 1, my = 1. Thus, on the one hand, for all k& we have
By, ;(m1) > 0. On the other hand, for all ¥ < n B, x(m2) = 0, and only for
k =mn By (ma) = 1. It is easy to see that in this case we obtain

2In2 -1
I(xXm.gy=2—-°= -~
( +0) 2In2
1 . B”m(m2)2 log Bn,n(m2) - (Bn,n(m2)2 —1)-log (1 + Bn’n(m2)) _
2 Bpn(ma) — 1 N
2In2—-1 1 2In2 —1
oma g J(Bnlme)) < =15
Thus, now we know that
2In2 -1
I(X®™.90)y< 22~
( 10) < 2ln2 ’

and, in particular, the equality is held if and only if the considered binary test
is projective.

4 Asymptotic Properties of Consecutive Measurements

In the previous section we have considered the case when the given qubit binary
test is a projective measurement. We have proved that only this type of measure-
ment allows to achieve the maximum of information about the initial state. As
far as the measurement is projective, repeating of the measuring procedure does
not provide any extra information. In addition, we have found the maximum
value of the accessible information:

2In2 -1

I(X™.0)} =
Te%ja);el\!{( 10)} 2In2

In this section we return to considering of the general view of a qubit test,
and we work with consecutive qubit testing. So, this time we investigate the
dependence of the amount of information on n — the number of iterations. The
objective of this section is to prove that the maximum of accessible information
can be reached asymptotically by performing consecutive measurements using
an arbitrary qubit binary test.

More strictly, our aim is to prove the next theorem:

Theorem 1. Suppose we have a pure qubit state and we perform consecutive
qubit binary testing using the given test T = {My, Ma}. Then for arbitrary
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e > 0 there exists a corresponding number of iterations n(e) such that for all
subsequent iterations (n > n(e)) the following inequality is held:

(m). _ (n).
Te/rvtn?ﬁeN{I(X ;0) —I(XW;0)<e.

In other words, as far as the mutual information can be written as

2m2-1 [2m2-1
). ) — _
I(X™:0) = 513 > " Byi(m)+

keA,

1 Z By p(m1) - f(tnk(mi,me)) |
2

keAn

we need to find nq(e) such that for all n > ny(e)

Z B k(m1) - f(tnk(m1,ma)) <

kEAn

: (7)

N ™

and ns(g) such that for all n > na(e)

Z Bmk(ml) <

k€A,

(8)

Do ™

Therefore, for n > n(e) = max{ni(g), n2(e)} both of these inequalities are held.
Let us fix a certain positive value of ¢. At first we consider the left side of
inequality (7). Let us divide the set A, into two non-intersecting subsets:

Tn(mi) ={ke€A,}: ‘S — ml‘ < d(my, ma)

k ~
An(miy) = {k € Ap} : \ﬁ fmll > §(mi,ms)

where 0(my, ms) is a certain positive function.
It was demonstrated in [7], that for 0 < m; < 1 and § > 0:

1
Z Bn,k(ml) < e (9)
keAn(my)

On the one hand, it is easy to see that f(¢) is a bounded function. Suppose
that for all t € (0,1) U (1,00) f(t) < C, where C' is a certain positive constant.
Thus we have

Z By, k(m1) - f(tnkx(m1,ma)) < ¢

ke An(mn) - And*(ma, ms)

So, we can choose a value nq 1(¢) such that for all n > nq 1(e)

Z By k(ma) - f(tnx(mi,ma)) < .

4
keAn(my)
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On the other hand, we can see that when k is close to n - mq, the value of
tn.k(m1, ma) goes to zero as n goes to infinity. As far as }in(l) f(t) = 0, there exists
—

a value nq 2(g) such that for all n > ny o(e)

Z B k(m1) - f(tnk(m1,ma)) <

ke n(mq)

o~ M

Now let nq (¢) be a maximum of values ni 1(¢) and n1 2(¢). Thus, for all n > n; (¢)
inequality (7) is held.

Finally, let us consider inequality (8). Note that in the case of inequality
my < my the set A, contains at most one element. Actually, by construction
k € A,, ifand only if B, x.(m1) = By k(ma). Solving this equation for the variable
k, we have
. In (1 —mi)/(1 —my))

In (1 —ma) - m2)/((1 —m2) -ma))

If n, m1 and my are such that ko is an integer then A, = {ko}. If not, the set
A, is empty. It is easy to show that lim B, x(m1) = 0, so, we can easily find
n—oo

k():n

na(e) such that for all n > na(e) inequality (8) is held.
Now let us build a rigorous proof of the considering statement using this
heuristic consideration. To do it, we firstly need several trivial propositions.

Proposition 1. The following statements are correct:

1. for all z € (0,1) the inequality x > In (z + 1) is true;
2. for all x > 0 the inequality In(x/(z + 1)) < =1/(x + 1) is true too.

This proposition can be easily proved using Tailor series expansion of In (z) and
Euler’s transform applied to this expansion.

Proposition 2. Let z,y € (0,1) and x # y then the following inequality is held:

T Y 1—2 (1-y)
G) =) <
Y L—y
The proof is omitted.

Now we can prove the above formulated theorem.

Proof (of Theorem 1). As we already know, the mutual information can be
presented as

2ln2 -1 2In2-1
). 9) — _
I(X\";0)= 50 50 E By, ;(m1)+

keA,

5 Bn,k<m1)'f<tn,k<m1,m2>>> .

keAn
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We also know that

2ln2 -1
7(X(m). - -
Te/I\nAz,uq{meN{ ( = 21n2

To prove the theorem it is enough to show that there exists n(e) such that
for all n > n(e)

Z By i (ma) - f(tnk(mi,mz)) + Z B, k(m1) <e.

k€A, k€A,

Consider an arbitrary € > 0. Let us divide the set A, into subsets T',,(mq)
and Ay (mq) in the following way:

Ta(mi) ={k € An}: ‘% - ml‘ < &6(ma,ms) ,

k .
An(ml) = {k S An} : ‘H —m1’ > 6(m1,m2) R

where 5(m1,m2) is a certain positive function of m; and my defined further.
Our aim is to prove that there exists such n(g) that for all n > n(e):

3

Z Bn,k(ml) : f(tn,k(mlamZ)) < Z 9 (10)
keAL(my)
> Bawlma) - fltaslmi,ma) < <, (1)
kel'n(m1)
3" Builmi) < % . (12)
keA,

Firstly, let us consider inequality (10). We had already mentioned that for
allt € (0,1)U(1,00) f(t) > 0, and it is easy to see that for considered values of ¢
f(t) < 2. So, using the above mentioned property of Bernstein basis polynomials
(9), we have:

S Bualm) - fltns(mme) € ——

kE€An(mi) T 2n6%(ma,ma)

Let n1,1(g) be sufficiently great. Then for all n > nj1(e) the considering
inequality (10) is held.

Secondly, let us consider inequality (11). On the one hand, it is not hard to
find such d(e) that




Asymptotical Information Bound of Consecutive Qubit Binary Testing 175

On the other hand, for sufficiently great values of n for all k € T',(my) we have
tn.k(mi,ma) < d(g). It follows that for great values of n we obtain

Z By, i (ma) - f(tn,k(mhmz)) < Z . ZBn,k(ml) = Z .

kEI‘n(ml) k=0

Let 4(e) = min <W, é) Then for ¢ € (0, §(¢)) we have

e-1n(2)
4

t < (1 —1t?). Asfar as 0 < ¢t < 1 < 1, we obtain

t— £
s t €

0-0-m@ (1-©) m2 ~4

If we combine this with Proposition 1, then for all ¢ € (0,d(¢)) we have

t
2 In{—— ) +n(t+1 2 1 2
n(t+1) a( )ttt '(*t+1) t— 9

€
f(t) = (1—1¢) - In(2) < (1—6)-m?2)  (1—-1) (2 S

Now we need to find such ny 2(e) that for all & € T'n(mq) : ty k(m1, ma) <
4(g). By definition,

mo k 1 —mgo nok
tn. (M1, ma) = () . ( )
mi 1—m

m .
As far as —2 > 1, tn x(m1,mga) strictly increases with respect to k. So, if
mq

)% — ml‘ < S(ml,mg) then

m1+5(m1,m2) 17m175(m1,m2) "
1 _
ok (M, ma) < <(m2) . < m2) )
mq 1-— mq

Consider the right side of this inequality. Note that

mo m1+5(m1,m2) 1 — Mo 17m175~(ml,m2)
my 1—my

srtictly increases with respect to g(ml,mg). It is equal to 1 when S(ml, me) =

0*(m1, ms), where

N ( In ((1—ms)/(1 —m)) —ml) :

O 2) = \ (= ) (L~ ror) - )

According to Proposition 2,

ma 1_ 177711
@) =) =
mq 17m1
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we see that for d(my, msa) € (0,6%(my, ms)) we have

@ mi1+6(my,ms) . 1 —my 1—mq—8(m1,mz) -
mi 1-— mi ’

5*(m1,m2)

Let 6(mq, mg) =
n > nq 2(e) inequality (11) is held.

Finally, let us find such ny(e) that for n > na(e) condition (12) is satisfied.
We have already seen that |A,| < 1, and the equality is held when

_ In ((1—mq)/(1—my)) .
In (1 —m1) - ma)/((1 = ma) -m1))’

is an integer. Let us denote the right side as n - ¢(m1, m2) and write kg as
k(] =n- c(ml,mg).

Referring to the standard way of proving the Stirling’s formula, we can write
the following inequality:

. Now it is easy to put mj 2(e) such that for all

k‘o:n

27mo<ﬁ)n§n!§e~\/ﬁo<ﬁ)n )

e e
It follows that

()= e fioss ()

So, it is now easy to see that

-m n-(1—my)\" "
B i(m) < o k(n_k),( k1>k_< S_k1)>

Substituting ko = n - ¢(mq, ma) for k in the last inequality, we get

Bn,ko (ml

1 .
n - c(mi, ma)(1 — c(my, ma))

e
<
)< 2w
ma c(mi,maz) 1— my 1—c(mq,m2) n (13)
c(my, ms) 1 —c¢(m1,ms) '

It follows from Proposition 2 that

< my >c(m1,m2) < 1—my > 1—c(my,m2)
o <1.
c(my, msg) 1 —¢(my, ma)

Now using (13) it is not hard to put ng(e) such great that for n > na(e)
inequality (12) is held.
Finally, let n(e) = max{ny 1(¢),n12(g),n2(c)} . Now for all n > n(e)

(m). _ (n).
Te/\nj’aﬁeN{I(X ;O —I(XW:0) < €.

The theorem is proved. a
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5 Conclusions

In the paper the problem of obtaining classical information about the pure qubit
state using a single qubit binary test has been considered. It has been demon-
strated that the maximum of information is reached if and only if the using
measurement is projective. The maximum value of information has been calcu-

lated: 9ln2 — 1
(n). _z2me—
max {I(X ,9)} 5o

TeM,neN
It follows, in particular, that to distinguish two arbitrary pure qubit states using
a single binary test it is necessary to have at least four pairs of qubits prepared
in the considered states.

It has been shown that the maximum of reachable information can be at-
tained asymptotically using an arbitrary consecutive qubit binary test. Thus, if
we have a certain measuring instrument performing a qubit binary test, we can
obtain an amount of information arbitrary close to the maximum.

As known [3, 6], Yu. Manin and R. Feynman proposed to use quantum sys-
tems to simulate others quantum systems. The results obtained in the paper show
that this idea should be refined: one should take into account all dependences
between an input data, a behaviour of a simulating system, and a structure of
an output data.

Our further research will deal with generalizing results of the paper for the
case of an n-level quantum system and a measurement with m outcomes.
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Abstract. This paper gives a general layout of subsystem operation used for the
rolling stock traffic coordination. A principle of selection of information tech-
nologies applied for the realization of the communication and data transfer sys-
tem has been described. GSM and GPRS technologies that are used for the
transmission of navigation information on a vehicle locus and for the informa-
tion exchange in the system have been described. To provide a required level of
transmission capacity through the frequency reuse the guard period between the
base transceiver stations has been calculated. To calculate the GPRS channel
capacity and that of information exchange via the Internet GPRS network an al-
gorithm for the simulation modeling of packet arrival in the prescribed time
space has been constructed. Using this algorithm an experiment was carried out
for different intensity values of packet arrival to the system.

Keywords. Traffic coordination, information technologies, transmission capac-
ity, algorithm, simulation model, communication channel
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1 Introduction

The traffic control automation is a topical and up-to-date problem of the rail transport
in Ukraine. An important part of this problem is the development of algorithms for
the coordination and control of the large amount of rolling stock, situated in a zone of
railway traffic control points. An important requirement set to such algorithms is to
provide safe and regular traffic of the whole collection of trains and to make optimal
decisions from the economic standpoint.

To provide safe traffic for rolling stocks at the stage of departure or arrival a cer-
tain (permissible minimum) time interval should be provided, which is always taken
into consideration while making a train timetable. Despite this fact the train timetable
is sometimes disturbed due to many reasons and situations arise when the rolling
stocks are found to be undivided by the safe time interval and the groups of conflict-
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ing trains are formed. In the case of high traffic intensity the groups of conflicting
trains at stations or at a train overtaking locus can be rather large. On the other part
the malfunction of train timetable can result in subsequent traffic disturbance (train
delay, train overtaking conflicts, etc.) The above problems can be resolved through
the automation of operative traffic control of rail transport. The experience gained by
foreign countries [1,2] shows that the efficient solution of traffic control with regard
to the rail transport is only possible if the latest information technologies are used.

The use of inexhaustible potential of railway information systems for the benefit of
entire transport system of the country allows to reduce control costs required for the
management and realization of domestic and international traffic. This also provides a
considerable improvement in the quality of transport and logistics-related services and
safety of traffic.

The examples of computer-aided systems that can fully or partially solve the above
problems are the European Train Control System (ETCS) [3], American Positive
Train Control (PTC) [4] and ILSD-U system [5] used by Russia.

A specific feature of the developed computer-aided system used for the rolling
stock (RS) traffic coordination is the introduction of contemporary satellite technolo-
gies, communication and data transfer systems into a routine work of rail transport in
Ukraine. The information exchange technology can be described as follows.

A GPS/GPRS —modem receives the navigation information from satellites, after
that using the GPRS technology the coordinates, current speed and other information
are transmitted via the operator’s server of mobile communication to the database
server. The RS locus data are transmitted to the workstation of railway station dis-
patcher and to the workstation of railway dispatcher.

The data should be processed in a real time mode. An important aspect is that a
time interval during which these data gain currency should be taken into considera-
tion. This fact considerably constrains not only the algorithm used for the solution of
coordination problem but also data transfer technologies.

This paper consists of several sections. First of all, the technologies used for the
data collection, processing and transfer will be described. Then, we will estimate the
channel data transfer capacity and do appropriate computations that prove the ob-
tained results.

2 Data Transfer, Processing, and Collection Technology

At the present time the railway adopts the computer-aided system (CAS), which in-
cludes the following basic subsystems: onboard intellectual system, which provides
positioning, control and information support for the rolling stock; surface intellectual
system (SIS), which provides control and coordination in a real time mode; communi-
cation and data transfer system based on the mobile GSM communication; navigation
charts that reflect a real railway infrastructure. The SIS structure and CAS system on
the whole are given in Fig.1.

A special place in SIS is occupied by the information system designed for the roll-
ing stock traffic coordination, which is the subject of this research. The navigation
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data collection system is used for the automatic identification of a rolling stock locus
and also for securing the safety of traffic. The information about a rolling stock locus
is required for the optimal use of traffic and carrying capacity of railways and for the
elimination of dangerous situations (dangerous passing approach, passing the traffic
lights with forbidden signals, siding motion, exceeding the allowable speed in the
places of its restriction, etc.) A locus of each RS is transmitted to the traffic control
service via the navigation system for further data processing and traffic control. The
basic principles of monitoring are the safety of traffic, time fulfillment of a transporta-
tion schedule and costs minimization.

Railway computer —aided system

Onboard intellectual

system
Positioning
Control parameters of the rolling
stock
¢ Information support of
locomotive crew t

Surface intellectual system

* Automation of traffic control
services

e Ensuring efficiency and safety
of movement

Special navigation maps

System of connection and data
transmission

Surface intellectual system

Information system of rolling
stocks movement
coordinating

|

Information system of
transport planning

| Y

Financial management Subsystem of data
information system processing

Subsystem of navigation data
processing

Subsystem of data storage

Fig. 1. CAS and SIS structures

In order to create the appropriate computer-aided communication and data transfer
system for the rail transport the adoption of communication standard is required to
meet the entire system operation requirements, in addition to the use of satellite navi-
gation. The required communication system should provide high safety, reliability
and solutions proved in practice and it should also be an innovative and high perform-
ance system. The costs required for the total system deployment should be reduced to
a minimum.
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Taking into consideration the European experience gained in the realization of
similar data transfer systems telecommunication technologies should be developed
meeting the GSM-R standard (Global System for Mobile Communications-
railway)[6,7], which engineering and economic efficiency has been proved not only
by tests but also by real application for different railway systems in developed Euro-
pean countries. However, at this stage of the development of information technologies
in Ukraine we can make to the conclusion that the realization of formulated problem
is possible and it is highly recommended to use the GSM mobile communication
standard. The GPRS technology is recommended for the data transfer.

The GPRS networks split the transmitted information into individual packets that
are delivered from a transmitter to a receiver. If errors have been detected the received
packets can be transmitted once again. The original message is designed by the re-
ceiver party using the obtained packets. The data transfer in packet- switching net-
works differs from the data transfer in channel-switching networks in the way that the
required channel resource is allocated exclusively for the time of transmission of ap-
propriate information packets. The rest of the time it is at disposal of a network. In
the case of GSM/GPRS networks this allows us to use one physical channel for the
transmission of packets to several subscribers and to simultaneously allocate several
physical channels for the transmission of packets to one subscriber. The packets are
transmitted aside from each other in different directions.

The GPRS defines the effective use of a channel resource. The same physical
channel is provided for the group of subscribers to receive messages sent from the
base transceiver station (BTS) to a mobile station (MS) and packets are transmitted as
soon as they arrive depending on the volume of information and the priority of sub-
scribers. Each packet contains an identifier or address, which is used for the delivery.
A subscriber is continuously connected to the packet network, which provides for him
a virtual channel. It becomes a real (physical) radio channel during the packet trans-
mission. The rest of the time this physical channel is used for the transmission of
packets of other users.

Due to the fact that the same channel resource is used by several subscribers and
during the communication session the packets of different users can simultaneously
arrive the waiting list of transmitted packets can be originated, which will result in the
communication delay. The allowable value of packets delay is one of the attributes
defining the quality of a subscriber service.

The paper [8] defines three classes of delay depending on the delay norms and
packet length. The top priority is assigned to the Class 1, the normal priority is given
to the class 2 and the class 3 enjoys the least priority. The delays have not been de-
fined for the Class 4, because the service of packets of this class is performed adher-
ing to the “best effort” principle.

The intensity values of packets arrival can be selected on the basis of statistical re-
search. A statistics shows that a number of packets arriving per time units to the input
of GPRS circuit changer can vary in a wide range from hundreds of packets /s at input
sites to several thousands of packets/s at backbone sites.

To provide the appropriate level of data throughput we use the basic principle of
the construction of cellular communication networks, which is based on the frequency
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reuse [8]. The main essence of it consists in that the neighboring (adjacent) cells of a
mobile communication system use different frequency systems and in non-adjacent
cells located at sufficient distance from each other the used frequency bands are re-
peated. In practice the cities and regions with a solid cellular coating use clusters in
which each cell is divided into the three sectors, using the directional radiation an-
tenna with the directional pattern width of 120°.

The base stations that allow frequency reuse are located at a distance D from each
other. This D distance is measured between the centers of hexagonal cells and it is
called a guard interval.

Proceeding from geometrical reasons the parameter D can be defined as follows:

D=R[37,

where R is a radius of circle circumscribed around the regular hexagon; 7 is a coeffi-
cient of the frequency reuse. The D ratio is defined as a reduction factor of channel
R
noises.
Thus, for the optimal frequency reuse and an increase in the GPRS channel capac-
ity in Ukraine the guard interval should be:

D=15y3-3 =45 (km)

3 Case-Study for Capacity Evaluation

The developed computer-aided system used for the rolling stock traffic coordination
should take into consideration, while transmitting the navigation information to the
mobile operator server, not only the capacity of GPRS channels but also that of cable
or fiber-optic channel of the Internet network, which is used for the transmission of
data to the database server.

By analogy to the mobile communication it is necessary to consider a problem re-
lated to the average duration of delays in the packet switch.

The term “packet switch” implies here a concentrator (statistical multiplexor), a
virtual packet switch (network X*25, Frame Relay, and ATM network) and a router
(IP network).The packet switch can be represented as an element with many input and
output channels (switch/router). Using the Kendall notation such network elements
can be presented by queuing systems of G/G/1 or G/G/n type (arbitrary probabilistic
distributions describing the incoming stream of customers (in our case packets or
protocol blocks) and the time of their serving time. (Let us note that models with one
server, i.e. G/G/1 are often used for the analysis of packet switches).

Let’s assume that in the general case applications arrive to the system input in
compliance with the Poisson distribution law, whose service time is an arbitrary
value. Then the average queue length in the system with the infinite buffer size
(M/G/1) is calculated using the classic Khintchine-Pollaczek formula [9]:
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R P 1+ 1
q_ﬂ'_s pz(l_p) ()
where 7 is an average queue length in the considered system (including protocol
blocks PB);
p=2 is the M/G/1 system load intensity, p<1;
)7

A, are the intensity values of the PB arrival and service in the system, accordingly;
7. 1s an average time of PB service in the system;

c?= % is a quadratic coefficient of service time variation equal to the ratio of
¢
service time variance and squared expectation value.

The values required for computations using formula (1) were obtained through the
simulation modeling of data transfer in the Internet network, which algorithm is given
in[1].

A one-channel queuing system (QS) of the M/G/1 type has been taken as an exam-
ple. The arrival of the Poisson stream of applications with the constant service time

7; has been simulated. The numerical experiment, which was carried out, allows us

to come to the conclusion that there is no loss of data packets.
The constructed graphs show the time of the arrival of customers in a queue and
the time of channel teardown from the previous application at the application arrival
1

intensities of j = 1 (see Fig.2.a)and A= % (see Fig.2.b)
10
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Array 2 — Actual time of the channel clearing
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Fig. 2. QS simulation with an intensity of 4 = E and A = %

The given Figures show that an increase in intensity of arriving customers does not
result in the lack of channel capacity. This proves the correct choice of information
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technologies for the realization of computer-aided system used for the rolling stock
traffic coordination.

To define the data transfer channel capacity in the Internet network the network
duration and delay should be calculated.

Due to the fact that the data transfer channel-switching center services packets it
can be simulated using the system with a constant service time of a M/D/1 type.

i =i x(1+2(1‘_’p)}

Atiziand _1
10 " 5

p=—=
U

N | —

Let ¢ in the given example be equal to 0,05. As a result we get:
t,=0,05x (1 + 1] =0,075
2

which corresponds to the first service class.

At ;1 and ﬂ:L
20 15

A
p=—=
Y7

B|w

Let ¢ in the given example be equal to 0,0 a result we get:

5. As
- 3
t,=0,05x| 1+—1=0,125-
2
which corresponds to the first service class.

4 Conclusions

Today the railways are the major branch of the economy of Ukraine and they serve as
a basis of the Ukrainian transportation system. Due to the rapidly changing demands
for freight services and carriage of passengers a permanent control over the required
amount of rolling stocks should be investigated. The proper amount of such vehicles
can be defined through the traffic analysis.

The information on the timetable of railway traffic and actual amount of rolling
stocks involved in traffic serves as a source information for further computations of
the capacity of a communication and data transfer system of the computer-aided sys-
tem. This will provide the fulfillment of actuality condition of obtained data and the
solution of the traffic coordination problem in a real time mode.
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To provide the functioning of computer-aided system on the whole the following
algorithms should be realized. The algorithm used for the determination of the amount
of conflicting trains is the first step towards the problem solution. It allows for the
detection of those rolling stocks for which conflict-free conditions are not observed
due to different reasons (timetable violation, technical malfunction, etc.). A decompo-
sition algorithm is required for the reduction of dimension of a solved problem that
would allow the reduction of time interval of data acquisition. The obtained data are
used for the generation of control action and for the reduction of loading for the used
transmission channel, providing thus the observance of principles of control in a real
time mode. An algorithm of the problem related to the coordination of rolling stock
traffic allows for the elaboration of such control actions that provide not only the
elimination of a definite conflict but also the fulfillment of conflict-free conditions for
the definite rolling stock in the future. An algorithm of data transfer in a real time
mode is the basis of information exchange between the rolling stock and the database
server. Our further research is targeted at the development of algorithmic support of
communication and data transfer system to solve the problem on the coordination of
traffic of rolling stocks.

This paper gives the description of GSM and GPRS technologies that are used for
the transmission of navigation information on the locus of rolling stocks and also for
the information exchange in the system. It has been noted that in order to provide the
required capacity level we applied the main principle used for the construction of
cellular communication networks, i.e. the frequency reuse. The cluster structure with
a template of 3/9 has been constructed and the guard interval between the BSs used
for the mobile communication in Ukraine has been calculated.

To calculate the capacity of GPRS channels and that of information exchange
channel in the GPRS Internet network the algorithm of simulation modeling of arriv-
ing packets during the prescribed time interval has been constructed. On the basis of
this algorithm we carried out an experiment for different intensity values of packets
arrival to the system. Using the analysis data we can come to the conclusion that an
increase in the intensity of arriving customers causes no lack of channel capacity.

Our further research is targeted at the development of an algorithm for the data
processing in a real time mode, and also at the development and testing of the infor-
mation system designed for the rolling stock traffic coordination. We will also delve
into the computation of efficiency estimates to evaluate the introduction of informa-
tion technologies into the rail transport operation.
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Abstract. The authors of this paper have used the assessment of competence as
a fuzzy discrete set consisting of essential capacities. There has been proposed a
procedure of competence quantitative estimation on the basis of discrimination
index of discrete fuzzy sets fixed on one totality. A linguistic variable “Compe-
tency coefficient” has been used here for making appropriate decisions on the
grounds of competency quantitative estimation. Assessment of a person’s com-
petency is proposed as a fuzzy discrete set consisting of necessary abilities as its
values. Using such competency assessment allows to estimate persons’ compe-
tency quantitatively and to compare them.
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1 Introduction

The analysis of world education development tendencies demonstrates [1,3] compe-
tency-oriented education trend increase. Moreover, competency, which is not only
defined by knowledge, abilities, skills but also by considerably greater quantity of
factors (coefficients), becomes a major category both in education system and in the
job-market. Competency also includes the ability to obtain, to analyze and to revise
information; to learn through one’s lifetime; to change in compliance with the job-
market demands [1].

Thus, the quantitative estimation of competency necessary for making appropriate
decisions is a multicriterial problem, and therefore we need here to derive an integral
estimation of competency. Since there is no methodology of working out this prob-
lem, it makes the article topical for in it an integral index of a person’s competency
coefficient is estimated on the basis of the new competency assessment as a fuzzy
discrete set of which essential capacities are values.

Published works analysis. In the work [1], the key competencies concept has been
considered and three key competencies have been analyzed (specified by the Organi-
zation of Economic Cooperation and Development (OECD) representatives), which
are: autonomous activity; interactive facility use; ability to work in socially hetero-
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genic groups. Federal Statistics Department of Switzerland and National Center of
Education Statistics of the USA and Canada within the program named Definition and
Selection of Competencies-- Theoretical and Conceptual principles (“DeSeCo”)”
summarized respective scientific results and different countries’ practices. In the work
[3] we give a review of works on the topic. But in all those works the qualitative ap-
proach to the named subject is solely used , but methods of quantitative competency
estimation have never been given.

Thus, the aim of this work is to develop methods of quantitative estimation of
competency on the grounds of its assessment as a fuzzy discrete set [2] consisting of
essential capacities.

Main results. Competency is defined in UNESCO publications as a combination of
knowledge, abilities, values and attitudes used in everyday life. Therefore qualitative
assessment of a person’s competency means his (her) ability to perform professional
duties or some functions efficiently. But this definition does not give a possibility to
estimate expert’s competency on quantitative basis. That is why we proposed to use
the following person’s competency definition.

Definition 1. A person’s competency is a finite discrete fuzzy set consisting of
abilities necessary for a job position or functions necessary for a respective position.
Membership functions of the set elements characterize the level of this competency
innateness to the person.

Definition 2. Abilities are necessary features, characteristics, faculties, qualities,
knowledge, techniques, skills and other traits which a person needs to perform duties
or functions at a respective position efficiently.

Thereby, in the beginning, we need to define at the discrete set of abilities
Y ={y,:j=1m} membership functions up(y;)€[0;1] of the fuzzy set D “Require-

ments necessary to perform duties or functions at a respective position efficiently”.
These membership functions characterize credibility, priority and importance of a
respective ability for a respective position or function.

Further we will use the notation of the discrete fuzzy set D in the form [2]:

Table 3. Designation D discrete fuzzy set

Vi W1 W V3 e Vn
up(1) (V1) up(12) up(13) ee (V)

or D=((n/up)k 2/ tp(r2)l 3/ aep (73)) - 1/ ep (1)) -

D=

The set of abilities and respective membership functions will be different for each
position. When we specify the Y set we need to apply the Pareto principle, which
points that 20% of factors define 80% of the result. In practice, implementation of this
principle will lead to the effect that abilities with membership functions less than 0.5
will not be included into the D set. The task of specifying the set of abilities and
respective membership functions refers to the task of knowledge estimation by ex-
perts and demands creation of respective questionnaires.



Quantitative Estimation of Competency as a Fuzzy Set 189

As an example, let us specify an IT teacher’s information technology competency
in the form of a fuzzy set D:

Table 4. Example D representation of discrete fuzzy set

Y; i Y2 Vs Vs
up(y;) 1 0.9 0.7 0.8

in which y; - ability to work in Word environment; y, is the technique of work in
Excel environment; y; is the technique of work in Excess environment; y, is special
software skills (e.g, working out optimization tasks).

To perform a quantitative estimation of a particular teacher’s competency it is nec-
essary to estimate his abilities y;. To do so, tests, interviews, exams, respective lessons
control and other means can be recommended. Competency grades (their membership
functions estimation) can be shown on the scale from 0 to 1. This process is called
fuzzification. Hereby, for each person (teacher), we can define in the form of a fuzzy
set his personal fuzzy vector of abilities, which defines his competency. To define
pA(y;) a group of experts can be used who, after analyzing the person, answer the
question: “Is ability yi attributable to the person?” If the LD expert of L experts give a
positive answer, then

D=

walr)= 2 ")

As a rule this question does not have a single-value answer, so, experts can use
both binary logic (LAY(yi) is either 0 or 1, where v is an expert’s number) and fuzzy
logic (multiple-valued verity scale). In so doing they index the value of pAy(y;)

elo:1] (subjective estimate). If quantity of the experts is L, then in the capacity of
pA(yi) we accept weighted arithmetic mean value of these estimates:

zk;/:uAy(yi)
walyi)=L—F—, @)

where k, is the y expert’s competency estimate.

For quantitative comparison of different persons’ competencies we need, firstly, to
compare in pairs finite discrete fuzzy sets D “Demands necessary to perform duties or
functions at a particular position efficiently” and A; “the j person’s competency”
which are specified at one totality Y.

To compare these finite discrete fuzzy sets in pairs it is possible to use the estimate
P(D,A)) of difference between D and A;, which is reduced to the estimate of the trav-

erse of D 4, Or p ~y4, [2]:

NSRS )

P(D, 4, ‘D ‘ ,
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where the ‘ .‘ sign means scalar capacity of any fuzzy discrete set B [2]:

|B|= Y up(y) Q)

xeX

operation B of complementing the fuzzy set B is defined by the membership func-
tion [2]

uE(y)=1—uB(y), VyeY (6)

operation of two fuzzy sets unification (C = BU K) has the membership function [2]
ne(v)=max(up(v)ng (v)), vyer. %)

In so doing P(D,A)) as a rule is not equal to P(A;,D). This attribute is used to com-
pare fuzzy sets specified at one totality: if P(D,A;) > P(A;,D), then the fuzzy set D <
A and vice-versa.

A person’s abilities, which have some membership functions’ value greater than
the value of respective abilities’ membership functions in the D set, must not compen-
sate small values of the A; set membership functions. To avoid this it is necessary to
perform the A; set normalization: membership functions values of the A; set which
exceed respective values in the D set have to be equated to respective membership
functions’ values of the D set. Thereby it is necessary to insert the normalized fuzzy
set Ay, into the (3) formula.

Let us perform a comparison of two persons’ competencies. Let us define one per-
son’s competency by means of a fuzzy set A; = {(y1/0.6); (y2/0.9); (y3/0.7); (y4/0.9))
and the other person’s competency by means of a fuzzy set A,= ((y/0.8); (y»/1);
(y3/0.5); (y4/0.9)).

After normalization we have: A, =A| = ((y1/0.6); (y2/0.9); (y3/0.7); (y4/0.9));

Agy={(y1/0.8); (y2/0.9); (y3/0.5); (y+/0.8)).

The estimate of the difference P(D,A,) is equal to (3):

_0,6+0.9+0.7+0.9-0.6

P(D, 4))= ~0.735.
1+0.9+0.7+0.9

The estimate of  the difference P(A,,D) is equal to:
P(Al ’ D)= 1+0.9+0.7+0.8-0.9 ~0.806
0.6+09+0.7+0.9
We propose to calculate competency coefficient K is as the normalized estimate of

differences:

Ko min(P(4, D), P(D, A)) )
P(4,D)
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This coefficient always belongs to [0;1] interval. If P(A,D) > P(D,A) then K<I,
and if P(A,D) < P(D,A) then K=1.

After inserting computed estimates into the (7) formula we have:
Ko min(0.806;0.735)

- 0.806

Calculation of competence coefficient K for the second person will give values
described below:

~0.912.

32-0.6 _34-038

P(D, 4,)= ~0.765; P(4,, D)= T 0813

_ min(P(4, D) P(D, 4)) _ min(0.813;0.765 )
B P(4,D) - 0.813
Thereby, we can conclude that the second person’s competency is greater than the
first one’s.
To define a person’s competency level basing on the competency coefficient value
it is necessary to specify a linguistic variable (LV) [2] “A person’s competency coef-
ficient”, which we  will determine by means of a tuple

<E,E;,j =1,_5;ij (x)elolx =k efoi1}>.

K ~0.941.

Terms of “Competency” LV can be: E; — very low competency; E, — low compe-
tency; E; — medium competency; E4 — high competency; Es — very high competency.
Trapezoidal membership functions of terms can be defined by experts by means of
four numbers <a :b:c:d > , which define each term.

Using trapezoidal membership functions of terms and considering Harrington’s
scale it is possible to specify “Competency” LV as follows: E| :(0:0:0.1:0.2);
Ey=(0.1:02:03:04);  E3=(03:04:0,6:07);  E;=(0.6:0.7:08:09);
Es=(0.8:0.9:1:1).

N
Let estimate E;of aterm by an y expert amounts E, = <a%~;by~;c%~;dﬂ>, then in

the capacity of membership function E; of the term we accept a fuzzy quantity

1§ 1% 1% 1§ ©)
Ej=(— A — b, ;— Ciy— d,)-
L5 ¥ L5 ¥ L5 4 L5 4

To specify terms more appropriately Delphi technique can be applied.

Specifying membership functions lateral branches by straight line segments does
not reduce persons’ competency estimate’s generality but simplifies mathematical
operations over fuzzy quantities considerably [4]. In so doing the left z4(x) and the

right 4, (x) lateral branches of the membership linear function have analytical form
respectively:

a

X—
b—a

H(x)="—=; xelab], (10)



192 L. Vasylevych and I. lurtyn

d—x
d—c

H.(x) = ; xe[c;d]. (11)

For the just made example, we have ascertained that the competence coefficient
K;=x=0.912 belongs to Es term (very high competency) with membership function
(verity) one, and the competence coefficient K,=x=0.88 belongs to E; term (high
competence with membership function 0.2 and to Es term with membership function
0.8.

Algorithm of a person’s competency estimation consists of six stages: the prepara-
tory (1 to 4) and operational (5, 6) ones.

1. Specifying the set of abilities Y={y;:j=Lm for a position or functions.

2. Abilities’ membership functions assessment (Specifying D fuzzy set) ( (1) and (2)
formulae are applied).

3. Ai fuzzy set assessment — “A person’s competency”.

<E,E.,'=E; x) e|0;lfx e |0;1},>
4. “A person’s competency” LV assessment: »J Hr, () [oa}x<[o} .

5. A person’s competency coefficient computing ((3); (4); (5); (6) and (7) formulae
are applied).

Computing a person’s competency coefficient’s membership functions to respec-
tive terms LV “A person’s competency” (formulae (9) and (10)).

At the preparatory stage experts are used, who define the notion “Competency” as
a discrete fuzzy set, the values of which are abilities necessary for a particular posi-
tion or functions.

Point 3 demands creating respective techniques, tests, problems and tasks that al-
low estimating various abilities of a person (to find membership functions of each
ability).

At the stage of receiving a person’s competency quantitative estimate points 5 and
6 are performed.

To specify A fuzzy set of an expert’s antecedent characteristics the expert’s ques-
tionnaire data, his (her) tests, interviews can be used.

The examined competency estimation methodology based upon using fuzzy sets
and a linguistic variable allows resolving several problems: conversion from current
qualitative competency assessments to quantitative estimation; multicriteriality of
competency estimation problem; impossibility of quantitative measuring certain par-
ticular indexes of competency; impossibility of real experiments to estimate different
persons’ competency.

2 Conclusions

1. Assessment of a person’s competency is proposed as a fuzzy discrete set consisting
of necessary abilities as its values. Using such competency assessment allows to
estimate persons’ competency quantitatively and to compare them.

2. A methodology of a person’s competency quantitative estimation is proposed.
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3. It is proposed to estimate quantitatively persons’ competency on the basis of dif-
ference coefficient of finite discrete fuzzy sets D “Demands necessary to perform
duties or functions at a particular position efficiently”.

4. Tt is proposed to specify an expert’s competency coefficient in the form of linguis-
tic variable “Competency”.
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Abstract. The paper describes the educational needs of modern students as
generation Net representatives, highlights the contradiction between their char-
acteristics and traditional ways of teaching ICT disciplines. The paper reports
teaching experience and poll results for three years at Kherson State University,
Ukraine. The purpose of the paper is to offer new teaching approaches to cope
with a generation gap and way to improve the quality of ICT teaching.
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1 Introduction

The UNESCO report on Information Technology in Education [1] informs that
Ukraine is on the way of "the rapid advancement (progress) of ICT in education that
leads to the constant updating of the educational content and the quality of ICT train-
ing". However, there is a great amount of problems. Primary it is connected with the
fact that educational institutions and teachers in particular are not ready to the transi-
tion to the information society: “increased demands for flexibility, mobility and
adaptability to the education management system, educational institutions and teach-
ers in the context of rapid changes make it difficult to maintain and improve the qual-
ity of educational services."

2 Related Work

Using our teaching experience we identified the common trend of learning styles
among the students. Further research is required to investigate digital competence
formation among future teachers. Our attempt to find out an unknown factor that has a
significant impact on the pedagogical process and to understand the nature of this
phenomenon was based on the considering modern students as the representatives of
the new generation.
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To date, about 40 books and scores of articles and papers have been written on this
generation that report the results of international surveys and other research and de-
scribe their characteristics. Their impact on education at all levels has been of major
interest to researchers and educators. There are about 10 terms to describe the current
generation of students [2]: Millennials (Howe and Strauss), Generation Y or Gen Y
(Nader), Echo Boomers (Tapscott), Net Generation (Tapscott), Digital Aboriginals
(Tarlow and Tarlow), Digital Natives (Prensky), Nexters (Raines and Filipczak), Dot
Com Generation (Stein and Craig).

The representatives of this generation were born in 1982-2003. Today’s students
and post-graduates are aged from 10 to 30. It means that all teachers and institutions
that are involved in the education of the students who have grown up in the world of
new digital, mobile and high-tech, digital technologies.

The technology itself has had a profound effect on this new generation, unlike on
any previous one. In the classroom, students can chat on Skype or write SMS to their
friends, take notes on ipad, surf the Internet and read a book on the ReadBook. This
behavior can not be fully appreciated by their teachers: it’s considered that electronic
instruments and digital devices distract students from the "real" study [2]. Majority of
today’s teachers are representatives of the previous generations. They are using learn-
ing models fitted for the teachers themselves but not for the new generation of stu-
dents.

It was found that representatives of the new generation inherent a wide range of
characteristics that are defined a predisposition for becoming a successful educator.
Realizing their significance for the education and considering themselves to be an
instrument of world changes, they will be strongly motivated to improve the quality
of life of the society. Some research study and develop strategies for a retention them
in definite professional sphere including education.

Moreover, the representatives of Net generation have solid moral values connected
with a family and our society. They are highly motivated to create an open and toler-
ant society. It’s important for new gens’ educators to consolidate and maintain
youths’ system of values. [15].

The results of the 3rd year students’ polling showed the low level of professional
awareness (Preschool and Elementary School faculty). Only 50% of students have an
intention to become teachers [16]. The lack of professional focus among students sets
a hard task for educators to make teaching a valuable and desired profession.

Among the characteristics of generation should be noted that Gen Y workers are
usually educationally focused and attribute their success to their educational capabili-
ties. They want to have successful careers. They do not like the dress code, demand
ICT equipped workplaces and want have a flexible work schedule.

Ronald A. Berk synthesized pertinent research evidence based on ten national and
international surveys: EDUCAUSE [4], College Students® Perceptions of Libraries
and Information Resources Survey, Greenberg Millennials Study [5], Education Re-
search Institute (UCLA) [3] American Freshman Survey [11], National Center for
Education Statistics [9], Net Generation Survey [8],The Net Generation: A Strategic
Investigation [13], Nielsen Net View Audience Measurement Survey [2, 10], Pew
Internet and American Life Project [6, 7] u Technological preparedness among enter-
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ing freshman [12]. The research results from the surveys and aforementioned books
has yielded twenty learner characteristics typical for most Net Geners: technology
savvy, relies on search engines for information, interest in multimedia, create Internet
content, operate at —twitch speed, learn by inductive discovery, learns by trial and
error, multitask on everything, short attention span, communicate visually, crave so-
cial face-to face interaction, emotionally open: Embrace diversity and multicultural-
ism, prefers teamwork and collaboration, strive for lifestyle fit, feels pressure to suc-
ceed, constantly seeks feedback, thrives on instant gratification, respond quickly and
expect rapid responses in return, prefers typing to handwriting. The research results
from the surveys and aforementioned books have yielded twenty learner characteris-
tics typical for the most Net Geners.

T
/ Oudated

= teachirg |
\ . methocs
generation
\ charestaristics B, =~ ——F

Profesziona
retention
Paoll resulis

New teaching strategies

Fig. 1. Improvement discipline background

We have identified some teaching approaches that are contradictory to the contem-
porary students’ needs. This gap is especially obvious in teaching computer related
disciplines. Complete comprehensive step-by-step instructions and exclusively indi-
vidual learning are no longer efficient. This context led educators to a revision of
present teaching strategies.

3 Setting up the Pedagogical Experiment

The only discipline - “New Information Technologies and Technical Facilities of
Education” — that concerns the formation of ICT skills is taught for the future teachers
of all specialties at Kherson State University. This year the discipline was renamed in
"Information Technology" in most curricula.

The teaching experience of teaching the discipline "New Information Technologies
and Technical Facilities of Education” in 2011 (109 students) and in 2012 (112 stu-
dents) at Faculty of Pre-School and Elementary Education (FPEE) allowed us to iden-
tify problems that are mainly related to the mentioned contradictions [17].
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Table 1. The contradictions of the present ICT teaching approaches to the generation Net char-

acteristics
ICT teaching approach Generation Poll results
Net charac-
teristic
ICT teaching "from scratch": dis- |Tech savvy 84% of respondents have started to use
regard (neglect) the actual level the computer for learning 7 years ago or
of the student's ICT skills. As a earlier
result, school ICT discipline as-
signments are duplicated, lab
manuals are detailed and tend to
be comprehensive.
Teaching materials are not inter- |Relying on About 26% of the students classified
active and update search (attributed, mentioned, placed, noted)
engines for search engines to (as) the most fre-
information quently used sites on the Internet
Weak level of visualization of Interest in Movies and computer games have the
teaching materials, lack of inter- [multimedia, | second position among the purposes of
activity including hypertext "visual" using computer ranked by students
communica-
tion

Step-by-step manuals that pre-

Creation of

Social nets, wiki-sites and forums have

suppose learning by copying the |Internet the third position among the most fre-

sample, the absence of the origi- |content quently visited sites on the Internet. All

nal product as a result of the stu- of them are a platform for a creation of

dents’ work. their own content, express their opinion,
share things made by themselves. 13% of
respondents mentioned the creative ac-
tivity as a major purpose for using the
computer

Students are constrained by one | Multitasks The sum of hours for different every-

plotline (storyline) in learning, on every- day life activities informed by student

the absence of immersion, prob-  |thing are about 28 hours a-day.

lem-solving and decision-making

tasks and enough freedom for

actions in realization students’

learning trajectory.

Weakly realized person-centered |Emotionaly Social nets were ranked as the second

approach open position by students

Individual fulfillment and per- Teamwork Using computer for communication

formance of learning results and coop- among students is placed on the third po-

eration sition after learning and entertainment

purposes by students

We interviewed students of Faculty of Pre-School and Elementary Education in
2012-2013 academic year. The results confirm last year statistics that quality of
teaching materials on KsuOnline was highly appreciated by students, average score
was 9.29 in 2011 and 9.16 in 2012 out of 10.
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The results of the entrance poll of other faculties in 2011-2013 academic years
showed the following trends:

e In 2011, 89% of the respondents owned a computer or a laptop. This academic
year, 100% of students are the owners of a computer or a similar device regardless
of the discipline.

e 70% (2011), 68% (2012) and 69% (2013) students have an access to the Internet
outside of the university — thereby, this rate stays the same.

e However, a number of students who recognize themselves addicted to the Internet
has grown from 24% in 2011 to 32% in 2013.

¢ An interesting result was found by visiting University website by students from
different disciplines. 17% of the third year students said they had never visited the
university website at the departments where teachers hardly use ICT in teaching.
On the other hand the rate was 0 (since 2011 to date) at the departments where
most of the teachers regularly use ICT.

The number of students who have a positive attitude towards the use of ICT in

education (inter alia, at lectures) has increased (see Fig. 2).

FPSEE (2012-2013) FFP, FT, FPHS (2012-2013) FPSEE (2011-2012)

M The information is easier to understand, as it is structured and illustrated
M Information on the screen distracts from teacher explanation

B The text on the screen makes note taking easier

Fig. 2. Students Attitude Towards the Use ICT During Lectures

The purposes of using the computer by students have almost the same rating,
regardless of year and the faculty (see Fig. 3).
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35%

30%

25%

20%

15%

10%

5%

0%
To do my lessons To communicate by the To learn something new To entertain themselve | have no computer
Internet (distance learning (games, watching
courses, video tutorials, movies, etc.).
workshops, etc.)

WFFP, FT, FPHS (2012-2013)  MFPSEE (2012-2013)  MFPSEE (2011-2012)
Fig. 3. The Purpose for Using a Computer and Internet by Students

Social net is becoming more popular among services for communication (see Figure),
IME and email are also frequently used.

B60%

0%

40%

30%

20%

10%

0%

Social net Instant E-mail Chats, Forums, Mone of the
[Odnoklassniki, messaging Blogs above
Vkontakte, (Skype, ICQ, etc.).
Facebook, etc.).

M FFP, FT, FPHS (2012-2013) & FPSEE {2012-2013) B FPSEE (2011-2012)

Fig. 4. Student Communication Services

Modern students overestimate their skills for online searching according to Berk.
The results of our research have confirmed this fact. The results of entrance poll and
test in Informatics are contradictory. The majority of students estimated their level of
ICT proficiency as excellent and good. The rate is depicted below.
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Rate your level as a computer user:

Responces
4 paints’ | can surf the Intermat P

work with Office programs;
USe a printer or a ScARNer

5 stars’ | can install software
programs, work with Office
s, he Infemet, use a

3 points: | can work with Office
and other programs,

2 points; | can use only a text
edilor and spre €
program as MS Word,
Excel

1 paint | can work on a computer
anly with an assistant

0 points: | cannot work on
computer

Fig. 5. Results of self-appraisal a computer user by students (FFP, FT FPHS, 2013)

The entrance test contains 45 comprehension questions and is designed by analogy

with ECDL test. The aim of testing is to check residual knowledge of school
computer discipline. The results showed that only 3.28% of students had a score
higher than 4.5, 82% had a score higher than 3 but less than 4,42 points, 62% had
from 2 to 3 points and 1.64% scored less than 2 points.

During the recitations, the following problems were identified that are related to

organizational issues and students attitudes:

Students have no skills to manage their time and work efficiently without strict
teacher control, regardless deadlines. Only few students uploaded their works in
time.

Not all students use email regularly. Many of them chronically forget their email
user names and passwords. Students are confused by various browsers or other
version applications. As a result, the login process to email or distance learning
system regularly takes up to 7 minutes.

There is no clear understanding of terms among students. Being able to work with
some programs, often they cannot deal with similar ones.

It is necessary for a teacher to consider different speed of students work while
planning lessons. Some students do not regularly use computers. Thus, typing,
mouse control, and searching for a command causes a delay.

Plagiarism. Some students prefer not “to waste” their time to do lessons. They
easily copy their colleagues’ results or download similar ones from the net. It is
important at the first lesson to highlight the value of students own creative work
and punish the students who attempt to copy someone else work. Under strict
control, the number of plagiarisms decreases, but does not disappear. In fact, we
notice that plagiarism is growing with task level. The reason is that the students
desire to get a mark, not knowledge.

The students do not like reading long instructions. Usually they prefer to ask a
teacher or colleagues than to read step-by-step manual. It is also associated with
different systems prevailing perception among students. The feature of the course
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is that the most of the teaching materials are stored in digital form (in digital form).
Creating e-learning course does not require additional financial costs, as opposed
to hard copy, faster and easier to edit and update. However, reading from the
screen does not give effective results. Perceived only about 40% of the
information.

— Lack of collaborative activities: in pairs, groups and teams, social assessment,
problem-solving and decision-making tasks. A student presents results of an
individual work only to one person—his teacher, and feels subordinated under such
conditions. In addition, it is the reason of the absent of the critical view on his own
work. This results in frustration and dissatisfaction of the student to any criticism.
The teacher comments are perceived in a negative or indifferent way.

— Educators should pay special attention to students feedback about effectiveness of
teaching activities and the level of their satisfaction. For example, monitoring and
evaluation allow a teacher to obtain an information about teaching incomes and
quality, that would improve his work. It should reflect the level the students
knowledge. It’s vice versa in practice: evaluations become a sign of knowledge /
ignorance of the material, the student rating of the group.

The presented requirements to discipline designed in previous work on digital lit-
eracy formation [17] have been adapted to Berk’s pedagogical strategies. As a result,
we have formulated new approaches considering educational needs of the Net stu-
dents’ generation (see Table 2).

Table 2. The approaches of teaching ICT discipline to meet educational needs of generation
Net students

The teaching element Requirements (Description)

Discipline content A discipline content should reflect current research and encour-
ages students to use new approaches and technologies, highlights
current trends in ICT development.

Tasks presuppose creative activity, form skills of self-learning
and further development. Examples are inspiriting.

Task execution result is useful, valuable and applicable product in
professional practice.

All elements of the discipline are focused on future professional
activities.

Students motivation [ All elements of the course (assignments, surveys, etc.) help
students to see themselves in their future profession, particularly
in teaching profession.

It is important to emphasize interest to the students’ opinion, to
make possible to their contribution in doing collective projects,
for example, to create a bank of teacher’s materials;

Student wants to get a feedback from his colleagues about his
work. Any result of creative task should pass following stages:
creation, publication and social assessment with definite criteria.
Student wants to evaluate teacher’s work too, so a teacher should
organize the ways to impact on the discipline development for
students, to express their wishes.
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The teaching element| Requirements (Description)

Organizational issues

Tasks presuppose collaboration, facilitate communication and
interaction to develop personal aspect of student and help to
realize his individuality.

Clear structure, planning, to do list and deadline system.

Active use of formative assessment techniques.

Ice-breaking, team-building and communicative exercises at the
beginning and at the end of the lesson to form communicative
skills, values, relationship.

Use no more than two new environments at the lesson.

Teacher should consider in the selection of services to work at the
lesson:

registration absence or its simplicity,

functionality

easiness,

necessity to install additional software

opportunities to use in profession.

The main aim of updating the discipline was to help future teachers to create and
organize their own learning space in the Internet. Therefore online interactive services
that can be used for communication and teaching pupils were included (creating word
clouds, mind map, open online documents, site, etc.). We also considered Berk’s
strategies while designing the discipline. The updated version of "Information Tech-
nology" discipline was taught at the Faculty of Foreign Philology (FFP) - 104 stu-
dents, Faculty of Translation (FT) — 61 students, Faculty of Psychology, History and
Sociology (FPHS) — 28 students.

Table 3. The implementation of Berk’s teaching strategies in the course "Information Technol-

n

ogy

Characteristic
of Net Generation

The implementation of educational strategy

Tech savvy

The virtual discipline environment was created with the system of
distance learning ksuonline.ksu.ks.ua located on a MOODLE plat-
form. This system allows developing a course with such elements as
glossaries, wikis, multimedia clips, presentations, tests, blogs, fo-
rums, etc.

Teamwork and coop-
eration

Some tasks are complex and presuppose collaboration, while their
execution the cognitive interpersonal communication and interaction
of all participants progress. An important stage is to prepare a group
of students to work together. To ensure about students’ readiness for
cooperation teacher should arrange Ice braking, team-building and
communicative exercise (up to 5 minutes) at the beginning and at the
end of lesson. Teacher, who works in the computer classroom, usu-
ally recognizes his students primarily "from the back." Therefore,
such exercise facilitates personal contact with the group, which is
especially important while teaching short disciplines.

Interested in multime-

The discipline content was developed and designed considering
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Characteristic The implementation of educational strategy
of Net Generation

dia, "visual" communi- | students' interest in "visual communication" and multimedia. Video-
cation clips and presentations were added to each theme. The tasks and
manuals contain minimum of text information and maximum of
graphics and illustrations. Teachers included such elements as blogs
and forums.

Rely on search engines. | In adding to use search engines during the course students active
Multitasks on every- | work with Google services as Google.Drive, Google.sites, etc. This
thing satisfies the interest in creating online content and allows simultane-
ously work with several documents. It’s also an efficient tool of
collective activity organization.

Retention in the profes- | Organization of students’ activity is a process of consistent model-
sion ing of professional activity of specialists under learning conditions.
The students of teaching specialties create educational games, tests,
documents, tables that are useful in their professional practice. The
results of the work are evaluated not only technical element, but also
educational one. Also such task as creating a presentation "My
choice" (students aimed to describe situation of their professional
choice, analyze their present achievements and capacities, goals and
dreams, ways to attain them) and collective writing of mind map
"Modern teacher” were added.

Emotionally open Tasks are person-centered and presuppose creation unique results
that will describe student’s own lifestyle, attitude and etc. This ap-
proach helps decrease the quantity of plagiarisms and contributes to
the development of their creative abilities.

Each student’s work passes through formative assessment: self-
appraisal, social assessment, teacher’s assessment.

Such tasks as making clouds of words, mind maps, playing learning games are
relevant to professional and educational discipline orientation. In addition, they
presuppose creative activity and can be easily adapted to a group work.

Poll Results of 2012-2013 academic year at Faculty of Pre-School and Elementary
Education are comparable with poll results published one year earlier. The quality of
teaching materials on KsuOnline highly appreciated by students, average score was
9.29 in 2011 and 9.16 in 2012-2013 out of 10. The novelty of lectures was assessed as
7.59 in 2011 and 6.84 in 2012-2013, the novelty of practical tasks had 7.64 and 7.39
respectively.

The students’ preferences about the most interesting and useful for future
professional tasks have changed. In both of these categories the task "Creating
didactic game" leads. Making a poster "It's interesting to know," creation of "Site
Class" and creation of online poll follow in the rating. These tasks we preserved in the
updated version of the discipline "Information Technology". As a result, new version
of "Information Technology" discipline has the following structure:

Lesson 1. Registration on KSUOnline, taking an entrance poll and test.
Presentation "My choice" with the following structure:

1. My strengths and weaknesses (academic, creative, personal, individual aspects).
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2. My goals, objectives and deadlines (to 2020 year).

3. My completed tasks.

4. A letter from You yourself in 2020.

Lesson 2. Creating a class site on Google Sites (Students add, delete pages, edit
them and insert pictures and text, change site’s design). Taking a poll “NET Gener
profile Scale".

Lesson 3. Creating a poll on Google Drive and inserting it to the site.

Lesson 4. Creating a cloud of words (Tagxedo service), publishing pictures with a
cloud of words and writing an assignment for the pupils on the "Homework™ site
page. Changing assignments with the word clouds and its execution.

Lesson 5. Creation educational games with triggers or hyperlinks in
MS PowerPoint.

Lesson 6. Social expertise of the games (organized with Google Drive — a
spreadsheet). Watching the movie "The image of the modern student” by Michael
Wesch (Kansas State University, 2007). Creating a collective essay "How I like to
learn" in online document on Google drive.

Lesson 7. Co-creation of mind map "Modern teacher." Taking final poll and test.

Making a poster “It’s interesting to know” and contributing to wiki page
“Communication in the network™ are for independent work.

Returning to the problem of assessment, it should be noted that in presentation
"My Choice" 68 students described their school successes and achievements
considering them as the next step in their professional development, but some
students evaluate these achievements as formal, not real:

"To the moment of leaving school I had about 60 letters of honor in my
"collection". But I understand they only have formed my ability to learn
and now mean nothing".

It’s necessary to change assessment system shifting the emphasis from control to
formative function for strengthen the motivation. In addition it’s necessary to vary
teacher’s assessment with self-assessment and social assessment due to teacher’s
criteria. Students can determine the quality of the work due to criteria and assess
technical realization, structure, relevance to age of pupils, subject, design, quality of
illustrations, literacy, etc. This forced students to think about the quality of their work
while creation it.

Social expertise has stimulating, diagnostic and formational functions. A wish to
get social appreciation motivates to create high-quality bright individual works. Such
way of assessment forms critical perception of the information. A student with low
self-esteem at first is afraid that his group mates will assess not his work but his
person, but it has never happen, all students are aimed to be objective and
independent judges.

The social aspect is a priority for a new generation. They tend to have a
relationship regardless of the field of interaction. Education is not an exception. If the
teacher does not build the relationship consciously, it usually takes the worst form. A
teacher should know that a grade is no longer a sufficient motivation for the positive
attitude of the student to the discipline, especially in the pass-fail system. It is clear
that students often associate the discipline with teacher’s personality. The high quality
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executed tasks show not only an attempt to get a high grade but sympathy to a
teacher. In computer disciplines social aspect is often nearly absent or poorly
developed: most of the time students work individually on the computers.

Self-appraisal A hi V m nt
N cnievements

Social assessment

Teacher
assessment

Fig. 6. Increasing students’ achievements by the method of formative assessment

The times of detached teacher have passed. Today’s successful teacher can easily
contact with the audience in a short time, acts as a partner, friend and a leader.

During the course, we found that the most third-year students have lack of
communication. For example, at first lesson after the game "Introduction", we asked
all students to tell us about their three small victories. Such "victories" were often met
with utter surprise of the group. It was uncovered that the students' ability to learn is
directly connected with their sense of self-confidence and positive mood.

Obviously, a success of training approach strongly depends on a teacher
personality and his skills in training and teambuilding. Therefore, the authors of this
paper have selected games and exercises that do not require special teacher’s skills
and knowledge or any additional devices.

Training elements in students’ groups of different teachers’ specialties and years of
study had different reaction. Some students expressed stunning and rejection: "Why
should I do that? It is not serious." despite the fact that they had finished Innovative
Teaching Methods and Technologies discipline, training exercise was an
extraordinary situation. One of the teachers said describing her experience: "Third-
year students look so serious, that sometimes I feel scared to come to the classroom,
as if teachers and students have switched their roles...”. We find it particularly
important to use the elements of training and communicative techniques working with
students of teaching specialties. Present students are future teachers who are taught
traditionally. In several years, they’ll copy one of teaching styles they have seen. It is
important to implement innovative techniques and give to students a chance to test
them in practice.

Another important improvement in the organization of the discipline was using of
open online document on GoogleDrive among teachers. Each of the teachers
contributed to planning, selection of training exercise and other notes. After each
lesson, teachers made a record in “a discipline online diary” to describe in free form
results of the lesson, such as the most common student mistakes, teaching and
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technical problems, positive situations, questions from the students, etc. Keeping a
discipline diary had a great success. Teaching has become more effective and
convenient, the level of awareness and collaboration among teachers has risen, so
now teachers create and use it in other disciplines.

4 Results and Discussion

Developed approaches allowed us to improve a range of disciplines including
"Information Technology", which is taught for students of all teacher specialties. We
also applied them to following disciplines: "Introduction to Information Technology"
(for future teachers of elementary school and Computer Science, the Ist year of
studiy), "Fundamentals of Computer Science and Applied Linguistics" (translators,
the 2nd year of study), and “Office Computer Technology” (programmers, the 1st
year of studies).

Students expressed their positive attitude verbally in the classroom and several
students sent e-mails with gratitude after finishing the discipline.

The results of the final poll confirmed their appreciation.

The caurse isNUT ALWAYS PRDPERLY CDMPUTER PROGRAMS vith dipficult tasks
VERY INTERESTING A Al _ il IS AT THE BEST LEVEL

I T like this course

UstrUL IT VERY MUCH
Wish YouPRACT'CAL SKILLS TO WORK IN SCHOOL
ACQUIREKNUWLEDGE TS DAATI

BESTWISHESa lat af USEfU ihfnrmatmn

WREEVERYTHING IS GOOD
IPROVE THE WORK SITE

ORK SITETHE COURSE IS VERY I INGPLENTY OF INTEHESTINE nsnshEF ITHING IS 600D

COURSE

IMPROYE T

Fig. 7. Word cloud composed of students' comments about IT discipline

5 Conclusions and Outlook

Thus we have obtained the following results:

1. Discussed and analyzed characteristics of generation Net students;

2. Highlighted the contradiction between the characteristic of today's students and
traditional ways of ICT teaching;

3. The approaches to resolve these contradictions are found and implemented in
teaching practice.
In the future we plan to expand the list of pedagogical specialties to which the up-

dated version of the course "Information Technology" will be taught and improve

other disciplines according to the proposed approaches.
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Abstract. The technology of the automated pedagogical diagnostics is ana-
lysed. The testing strategy, oriented for pedagogical diagnostics purpose, and
grading algorithm, which corresponds to Ukrainian school grading standards,
are suggested. "Expert 3.05”software for automated pedagogical testing is de-
signed. The methods of administration of the database of the test items are pro-
posed. Some tests on the mathematical topics are prepared with "Expert 3.05".
The approbation of these tests in the educational process of Kharkov National
Pedagogical University named after G.S.Skovoroda is analysed.
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1 Introduction

Pedagogical diagnostics is the integral part of adaptive E-learning courses. The un-
conditional quality of testing is its high informative abilities. However, in practice the
large part of the test information is often not used. Computer technologies give us
possibility to organize the qualitative pedagogical diagnostics at new level. Modern
automated systems which can be qualified as expert systems are capable to supply
comprehensive algorithms of testing and analysis of the test results. Testing with use
of computers allows a teacher to obtain the summary characteristics of knowledge and
skills of the pupils' group and to use this information to choose the teaching methods.
A study of such algorithms is a wide field of the scientific work. Therefore, the aim of
our paper is to design methods of the pedagogical diagnostics, which satisfy following
demands:

¢ Different forms of the intellectual activities of an examinee are attracted in process
of testing;

e The automated system of the pedagogical diagnostics ensures its diagnostic abili-
ties at wide differences of the examinees mastering;

e Processing of the test results provides maximum information for an examinee and a
teacher to correct the educational process.
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2 Objectives

The first stage of pedagogical diagnostics organising is a construction of an idealised
pedagogical model that is allocation of basic elements of knowledge and skills, as
well as detecting the level of its mastering.

The second stage represents creation of the problems system which covers all ele-
ments of knowledge and skills and all levels of their mastering.

We cannot design test as a system of test items of equal difficulty, in spite of rec-
ommendation of the classic test theory. Such approach gave the best tests for dis-
crimination of examinees into several groups. However, the test with equal items has
low validity for examinees with bad mastering because of guessing answers. Validity
of such a test is also low for good mastering examinees because of lack of attention.
Therefore, it is certainly necessary to include problems of different difficulty to the
test.

How to design a test item of advanced difficulty? What is difficulty? Why the most
of examinees do not solve some problems?

We cannot use problems of the reproductive level as items of advanced difficulty.
There are not difficult facts and easy facts. Our educational process should be organ-
ised to provide steady knowledge of all compulsory facts. If the most of examinees do
not know some compulsory facts, it means that we should correct our teaching. We
are against using items which correspond to facts that are fragmentary studied and
which are not basic for the tested topic. Therefore, all problems corresponding to the
reproductive knowledge must have equal difficulty.

Someone can increase the difficulty of an item by combining several operations in
this item. Such approach leads to increasing influence of lack of attention on the test
results, as well as to necessity of using weight coefficients and to decreasing of the
measuring accuracy of the test. We are also against using problems which correspond
to facts that are fragmentary studied and do not form basis of the topic being tested.

In our opinion, the item of advanced difficulty should be connected with use of
more difficult, not reproductive kinds of the intellectual activities [1], [2].

Full and high-qualitative pedagogical diagnostics should be built on the system of
test items of all levels: reproductive and productive. By analogy with levels of educa-
tional achievements [2], which are standardised by the Ukrainian Ministry of Educa-
tion and Science [3] we propose the following levels of the test items:

1. Initial level - it is the very simple problems which assume the reproductive charac-
ter of the student’s activities, mainly distinguishing. The difficulty index of these
test items is about 1, the most of the examined students execute these items cor-
rectly.

2. Average level - it is the problems which assume the reproductive activities, these
problems cover all basic facts and unary skills according to curriculum. A database
of items of this level is designed the most naturally. According to the Ukrainian
standards [3], the student can continue education, if he (she) knows not less than
50% of compulsory facts determined by curriculum. Therefore, by linear estima-
tion, average index of difficulty must be near 75% for the reproductive items.



Pedagogical Diagnostics with Use of Computer Technologies 211

3. Sufficient level - these items assume the examinee applies his knowledge and skills
for solving problems in standard situation.

4. High level - these test items are practical problems which assume executing of new
algorithm, carrying knowledge into new, non-standard situation, etc. These items
can lose creative nature, if the method of its solving was explained in the process
of learning. Therefore, the database of the items of the level 4 requires continuous
analysis and modernisation.

We propose the vector processing of the test results — separate calculation of the score
for items of every level. It allows to avoid the use of the artificial weight coefficients
and to provide the comprehensive algorithm of adaptive strategy of testing and grad-
ing. We also propose the separate processing of the results for the test items according
the elements of knowledge and skills.

Using computer for test administration allows to analyse the examinee's results di-
rectly in process of testing and to suggest an examinee the items, which mostly corre-
spond to his (her) level of educational achievements. Such approach is often called
adaptive or quasi-adaptive testing [4].

3 Model and Algorithm

A choice of the items level for start of testing is an important question of the adaptive
strategy. Testing usually starts from the simplest items. Such approach provides de-
creasing of psychological discomfort and creates the atmosphere of competition, the
feeling of growth according to complication of the problems. Taking into account this
consideration we propose to start testing just from items of the level 2 which are the
simplest for the examinees that will obtain positive grade.

There is additional argument to choose the level 2 as the start level of testing. The
test items of the level 2 reflect the compulsory facts of the study topic; these problems
cannot be excluded from the test process. It is not worthwhile to start test from the
items of the level 3, because productive and, especially, creative problems are based
on sufficiently wide spectrum of knowledge, and it is not always possible to detect,
which exactly element of curriculum is not mastered by an examinee. The items of the
level 1 are intended for students whose mastering is not satisfactory; therefore, there
is no need to suggest these items to all examinees. Our testing strategy and algorithm
of grading are presented on the fig. 1.

Here are some comments to fig. 1. The testing starts with the items of the level 2.
An examinee solves the compulsory minimum of the items on the level 2, automated
system calculates S2 - his (her) score on the level 2 and estimates the error of the
score. If accuracy is enough, the automated system chooses a grade or increases the
level of items, which are being suggested to the examinee. Otherwise, the items of the
level 2 are being suggested to the examinee until the accuracy become satisfactory. It
should be underlined that accuracy depends not only on the number of items, but it
depends on the individual test score [5]. The necessary accuracy is also conditioned
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by the differences between the test score and the key points for decision about grading

or a rise of a level.

Solving of problems of the level|
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Fig. 2. Grading algorithm

Testing on the levels 3, 4 and 1 is carried out by analogy with level 2 with scores
S;, S4 and S| accordingly.

Such algorithm of testing improves accordance between the level of items being
suggested and the level of the examinee's mastering. Influence of a lack of attention
on the test score for examinees with an excellent mastering is decreased. The exami-
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nees with bad mastering solve easy problems, which correspond to the most important
parts of the educational content. The psychological discomfort, connected with con-
stantly incorrect answers, is excluded, but such easy items give a possibility to deter-
mine the structure of the knowledge and skills, as well as to distinguish examinees,
who have not mastered the compulsory minimum according to curriculum.

In any case the result of the pedagogical diagnostics will be more careful in com-
parison to testing without special selection of items.

4 Software

The computer support of offered technology is provided with information system
"Expert 3.05" designed by us as a distributed database in the MicrosoftAccess2003
environment. The important advantage of our information system in our opinion is a
modular principle of its construction which allows the author of the test items (proba-
bly, with the help of the programmer) to create and to add to the database new forms
of the test items. The central database of information system is the test items database.
The test items are grouped by topics for convenience of viewing. The elements of an
educational content are picked out in each topic. To each element the author provides
the comment for a student who has not mastered this content. Some blocks of the test
items of a different level of difficulty are offered to verify student's mastering in each
element of an educational content. The author specifies for the every block such pa-
rameters: a test items level (0-4), a weight factor and maximum time of exposition of
one item. All items of the block should be of one type, that is, the identical dialogue
form. The student will be offered one or several items from each block by a casual
choice in a process of testing. Quantity of items blocks and filling these blocks are
determined by required quality of diagnostics.

The database, which contains the information on the answers of each examinee on
each item, is formed by results of testing. This database includes such fields: the code
of the test item, the correctness of the given answer, the level of the item, probability
of casual guessing of a correct answer, time of item solving. The additional service
information (time and date of testing, examinee's grade etc.) is also being stored.

The examinee receives (fig. 2) the diagnostic data on each element of knowledge;
chart, which reconstructs a structure of his (her) knowledge; recommendations for
independent work. The author receives the statistical analysis of each item difficulty
and discrimination, correlation with the test score (grade). The diagram shows de-
pendence of item difficulty on the examinee's test score (grade) and is very useful
(fig. 3). The author has an opportunity to generate database query by means of Access
environment and to pass the data for the further analysis in spreadsheets.
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Fig. 4. Statistical analysis of a test item for the author

5 Experience of Diagnostics with “Expert 3.05”

We have prepared the system of the test items with "Expert 3.05" on some courses:
“Mathematical methods in psychology”; “Theoretical basis of informatics”; “Archi-
tecture of a personal computer”.

Now we are able to start the third stage of the preparation of the system of the
pedagogical diagnostics - approbation and verification of the test items.
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Our technology of verification is based on the requirements of the Standard of the
Ukrainian Ministry of the education and science [6] and takes into account features of
the automated pedagogical diagnostics.

The analysis of the test begins with detecting of a level of educational achieve-
ments of the students based on the expert's rating, for example, it may be a traditional
examination. The complete verification procedure assumes that the experts determine
such rating irrespective of the verifying test. Approbation should be organised with
enough number of examinees to guarantee sufficient number of answers for any test
item. Determination of the student's rating by experts cannot be organised so often, as
it is necessary for constant updating of the test items database. Therefore, for the cur-
rent verification it is possible to offer detecting of a level of student’s educational
achievements with the help of the same automated system of pedagogical testing and
to check a correlation of the separate item with the test score. In such a case, the ap-
probation data are accumulated continuously, including the independent work of the
students with the automated system. Validity of the automated system of testing as a
whole is checked through comparison of integrated results of testing with results of
other kinds of the control: interview, examination, execution of practical works etc.
For maintenance of reliability of the current verification, the automated system does
not include into the analysis the answers of not registered examinees: teachers and
other users, whose names are not in the lists of the students groups. The answers of
the test pass, which has not been finished, are not analysed too. The answers are not
taken into account, if the time of its execution is smaller, than it is necessary for ac-
quaintance with the text of the problem. There is an opportunity to specify additional
conditions of selection of the valid answers with use of the Access environmental (for
example, date and time of testing, educational group, variant of the test etc.).

After distribution of the students according to their educational achievements, the
conformity of a level of the test item and its empirical index of difficulty is checked.
According to the requirements of the Ukrainian educational standards, the students
with an average level of educational achievement (the grade of 4 on the grading scale
with 12 grades) "... knows about half of educational content, is capable to reproduce
it, to repeat after the model the certain operation..." [3]. Just the items of the level 2 in
our classification have such contents. Thus, the difficulty index of the items of the
level 2 can not be less than 0.5 for such students and we consider it to be within the
range 0.5-0.9. It is necessary to note that such a range of difficulty is not convenient
from the viewpoint of improvement of test statistical parameters. However, the items
of the level 2 represent a set of educational content facts, which are obligatory for
mastering. Therefore, the problems author cannot change its difficulty without chang-
ing the curriculum.

Thus, for the items of the level 2 on the sample of students with an average level of
educational achievements we have the following algorithm of analysis of the item
quality:

e An item does not require correction, if its difficulty index within 0.5-0.9, the dis-
crimination index is higher than 0.25, that is, discrimination index satisfies the re-
quirements of the standard [6] (fig. 4.).
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e The item difficulty index is more than 0.9. This item should be analysed with the
help of the diagram of dependence of difficulty from educational achievements of
the students. It should be determined, whether this item has the discrimination abil-
ity for the students with the initial level of educational achievements, accordingly,
this item level should be changed (fig. 5). Otherwise, this item should be removed
from the test.

e The difficulty index is less than 0.5, it is necessary to analyse the content of the
item, such situations are possible:

— The item is not reproductive, its discrimination ability satisfies the requirements
of the standard. It is necessary to increase the item level (fig. 6).

— The item has low discrimination ability for all students; it signifies that some
mistakes in the formulation of the item take place. This item should be removed
or corrected (fig. 7). There is a possibility of the situation, when all experts
agree that the problem is correctly designed and satisfies the curriculum, in such
a case mastering of the students should be checked by some another method
and, may be, the quality of educational process should be analysed.

The best range of difficulty index for items of levels 1, 3, 4 will be within 0.5-0.6
(allowable 0.3-0.7) on the sample of the examinees of appropriate level of mastering.
The analysis of these items on a difficulty is carried out by analogy with level 2.
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Fig. 7. A typical item of the level 3. It is not a reproductive problem, if the students do not learn
the table of the binary codes for numbers until 15.

After finishing three stages of preparation the system of pedagogical diagnostics is
ready for practical use. The stage of practical application of the system combines
procedures of testing and statistical processing of the obtained results including the
interpretation of the results for students, teachers and authors of the test problems.
The expert system of pedagogical diagnostics needs continuous modernisation of its
database. Naturally, it requires returning to previous stages of the work with the sys-

tem.
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Fig. 8. An unsuccessful item

The “Expert 1.01-3.05” software is used in Kharkiv National Pedagogical Univer-
sity named after G.S.Skovoroda since 2001. Here are some latest results on approba-
tion. The test on mathematical methods of statistical analysis of the pedagogical diag-
nostics data was suggested to future teachers of informatics, mathematics, chemistry
as an element of courseware "Information systems in pedagogical activities” in 2012-
2013 academic year. The purpose of testing was the self-diagnostics of students. So,
the students could pass the test many times, studying the problem elements of the
learning content and improving their results. We took into account the best results of
testing and compared its with the examination results. The Pearson correlation was
0.7 at sample of 51 students and we can consider it as the test validity.

The test results gave us possibility to study the structure of students’ knowledge at
basic questions of statistical analysis of the pedagogical diagnostics data (fig. 8). The
error estimation for the data on fig. 8 was evaluated as a half of the 95% confidence
interval

_1.95s
n

where s is the estimation of the standard deviation and n is the number of test items of
the given learning element, which were passed by students. The errors are different
for every point on fig. 8, because the number of test items on various elements is dif-
ferent, so we show the ranges of errors in table 1.

The results (fig. 8) show that problems of choosing the scales for the pedagogical
evaluations are the most difficult for students. The problems of reproductive level,
where student should to choose the method or formula for estimation of some parame-
ters of statistical distribution, are the easiest. But on the productive level, when stu-
dents should explain the influence of the values and number of variants in a sample on
the estimated parameters, such problems are the most difficult.

Ay
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Fig. 8. Difficulty index (probability of correct answer) as a function of the student’s grade for
problems of various elements of the learning content
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Table 5. Errors of difficulty index estimation at different student’s grades

Student’s grade Estimation error
1 0.01-0.04

2 0.04-0.1

3 0.02-0.05

4-5 0.01-0.07

6-7 0.02-0.16

8 0.03-0.18

9 0-0.4

10-12 0-0.6

6 Conclusions

1. New comprehensive algorithm of testing and grading is suggested. This algorithm
takes into account possibilities of the computer technologies and requirements of
Ukrainian standards.

2. The automated system of the pedagogical diagnostics is designed.

3. The methods of the items database administrating is proposed and used in practice
in the educational process of the Kharkov National Pedagogical University.
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Abstract. Version Control Systems are essential tools in software devel-
opment. Educational institutions offering education to future computer
scientists should embed the use of such systems in their curricula in or-
der to prepare the student for real life situations. The use of a version
control system also has several potential benefits for the teacher. The
teacher might, for instance, use the tool to monitor students’ progress
and to give feedback efficiently. This study analyzes how students used
the distributed version control system Git in advanced programming re-
lated courses. We also have data from a second year course, which enables
us to compare between introductory level and master’s level students. We
found out that students do not use the system in an optimal way; they do
not commit changes often enough and regard the version control system
as file storage. They also often write commitmessages which are mean-
ingless. Further, it seems that in group work settings there is usually one
dominant user of the system.

Keywords. Programming Education, Version Control System, Git

Key terms. ICTTool, TeachingProcess, ICTEnvironment, Technology

Introduction

Version control systems (VCSs) have a decades-long history in professional soft-
ware engineering with early systems like Source Code Control System (SCCS)
and Revision Control System (RCS) developed in the seventies and eighties re-
spectively. These pioneering systems only supported storage of the versions on
the file system, while later systems also allowed for remote and mostly centralized
storage of the versions. The most well-known centralized systems are Concurrent
Versions System (CVS) and Subversion (SVN). Currently, there is a trend to-
wards the use of distributed version control systems (DVCS) where each user has
a local copy of the repository which can be synchronized with other repositories.
Systems such as Git and Mercurial exemplify this type of present-day decen-
tralized technology. These DVCSs enable flexible change tracking, reversibility,
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and manageable collaborative work, which are valuable for both small and large
projects.

There are many arguments for incorporating VCSs into an educational set-
ting. From a teacher’s point of view, using VCSs increases the possibility of
monitoring how students make progress with their assignments and eases the
feedback process. The teacher could, for instance, include corrections and sug-
gestions directly into the students’ program code [1]. More generally, educators
acknowledge that the use of VCSs relates to effective team work and that it is
a crucial skill to be taught to prepare a competent workforce for present-day
distributed workplaces [2].

An educational concern of interest to us is how students actually use VCSs.
This has been previously studied by Mierle et al. [3] who investigated VCS
usage patterns in a second-year course, hoping to find a correlation between an
effective use of VCSs and study success. No clear patterns could be identified in
the data which the authors attributed to the fact that beginner students climb
their learning curve at different rates; see [3,4]. These authors call for more
research on VCS usage patterns in particular in upper-year courses [4], which
motivates the present study.

We have collected data about students’ use of the distributed version control
system (Git) from three different courses: Introduction to Software Engineering
(second-year bachelor), Functional Programming (master’s level), and Service
oriented architectures and cloud computing for developers (master’s level). A
hypothesis arising from teacher observations during these courses is that students
use VCS principally as a submission system rather than what it is intended to
be. By this we mean that

— students commit at the end of the class sessions or right before the deadline,
or there is only one commit per week/task,

— only one group member commits everything,

— students do not consider what file types to commit,

— overall, with no specific training, student do not use VCS efficiently.

We study these issues quantitatively exploring version control commit fre-
quencies, commit sizes and the activity of individual students. Our specific re-
search interest is the potential usage patterns identifiable in the commit log data
of Git repositories.

1 Version control systems in education

Clifton et al. [5] summarize that in educational settings VCSs have been adopted
to enable more realistic software development experiences for students [6], as a
tool to monitor or visualize team and individual contributions [7], and for non-
code artifacts such as creative writing [8]. Clifton et al. themselves, as well as
many others, use a VCS for course management purposes. Further, some authors
regard VCSs as a valuable tool to monitor and understand how students develop
code [9]. Unsurprisingly, one of the most usual educational targets appears to
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be courses with project work where VCSs both foster team work and facilitate
course management tasks such as assessment and grading [10]. Milentijevic et
al. [11] go as far as to propose a generalized model for the adoption of VCSs
as support in a variety of project-based learning scenarios. All in all, we find
that there is a general consensus of the benefits of VCSs as an integral part
of computing curricula, one key argument being that they measure up to the
requirements of globally distributed workplaces [2].

There are also challenges in the educational use of VCSs. Reid and Wilson [4],
who used the CVS system, report on the confusion in judging which of the
students’ assignment versions was the final one. Glassy [9] found that students
tend to put off working on assignments for as long as possible, even though a
VCS is proposed to them with the hope of iterative work processes. Issues of
this kind relate to inefficient use of VCSs. Furthermore, Reid and Wilson [4]
noticed that some students mixed the functionalities of the CVS check out and
update commands, and that also teaching assistants encountered problems if
they had not properly familiarized themselves with the tool. These issues were
considered to be due to a lack of a mental model of the VCS system used.
Yet another challenge Reid and Wilson [4] raise is increased teacher workload
when repositories are initiated and managed by teachers. In a more recent study,
Xu [10] points out that there can be a long and rough learning curve before
students feel comfortable using Git. Accordingly, Milentijevic et al. [11], who used
CVS, report that students find a VCS to be a useful tool after they are sufficiently
familiar with it. In the paper by Glassy [9] and Xu [10], the value of informative
commit log messages is raised as a topic to be emphasized to the students.
Rocco and Lloyd [12] in turn observed that some student have difficulties in
understanding what constitutes “a significant change” to be committed.

It is much more difficult to find systematic empirical studies on issues such
as how frequently students make commits and how they share the work. Rocco
and Lloyd [12] found in their data that over 80% of a CS1 course population
could adopt an iterative work process with the Mercurial system (50.0% did 7—
21 commits and 33.3% more than 21 commits). On another course the authors
defined a minimum commit frequency for one assignment and no requirements
for the assignment that followed. With the first assignment, 75% of the students
obtained a reasonable commit frequency, while with the latter this was 81%,
altogether indicating that informing students of proper VCS usage can have a
positive effect on their work processes. The authors note that not only were the
students able to grasp the basics of the VCS (Mercurial), but they tended to
continue to take advantage of the tool later on.

The present study focusing on the students’ usage patterns with the Git
system in both a second-year course and master’s level courses complements
the studies such as the ones by Rocco et al. [12] and Mierle et al. & Reid and
Wilson [3, 4].
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2 The courses

Introduction to Software Engineering (SE) is a 3-credit course consisting of lec-
tures, a course assignment, and an end-of-course exam. The lectures introduce
students to the basic concepts of software engineering, while the mandatory
course assignment is the preparation of a project plan. The assignment is done
in small groups and consists of four larger phases that need to be accepted by
the lecturer. Mandatory supervision sessions on version control were arranged
at the beginning of the course in order to encourage all the students to use the
distributed version control system Git for the group assignment. The course had
altogether 72 students in 33 groups (2.18 £ 0.76 students per group).

Functional programming (FP) is a 6-credit course implemented without tra-
ditional lectures and exams. The course is run in week-long cycles such that
each week a new set of exercises is announced for the students. Students work in
small groups and all of their study time is devoted to programming the weekly
exercises. Two contact sessions are held each week. The first one is devoted to
supporting the students’ work and answering their questions. During the second
weekly contact session there is a review of the student-written code. Overall,
the course emphasizes self-direction on the part of students, similar to recently
discussed course models such as the flipped classroom; see more details in [13—
15]. Git was proposed for students as their primary group work tool and all of
the exercises had to be returned via it. Thirty-six students where active in the
course divided over 13 groups. (2.77 + 0.89 students per group)

The last master’s level courses studied, Service oriented architectures and
cloud computing for developers (SOA&CC ), introduces students to the use of
digital services and the concept of cloud computing. A format similar to the FP
course is used during the first (5 credits) part of the course. During that part
of the course students undertake independent group work on a set of assign-
ments each week. T'wo weekly sessions are arranged for the group work and one
mandatory contact session focusing on reflective program review is arranged at
the end of each week. An analysis of how the course model used in this course
attempts to motivate students can be found in [16]. During the course Git is not
only used as a version control system; it is also used as a tool to deploy code
to Platform as a Service (PaaS) providers. Nine groups of students were formed
with altogether 36 students (4 £+ 0.82 students per group).

All three courses utilize the Faculty’s YouSource' system. Similar to staff
members, students can use their university credentials to log in to this system and
create projects and Git repositories to manage collaborative work. The projects
and repositories can be defined to be either private or public and collaborators
can be added to them with a variety of permissions. This system has been in
use at the department since mid-2010 and has been used in many courses and
research projects.

It should be noted that in the remainder of this paper we are specifically
concerned with the Git version control system, which belongs to the third gen-

! nttps://yousource.it.jyu.fi/
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eration of version control systems (DVCSs). Students are free in their choice of
environment for interacting with the version control system. Students can for
instance use the git command line tool, tools with a graphical user interface, or
tools included in their integrated development environments.

3 Data analysis

The Git repositories which students or course teachers created for the respective
courses on the above-mentioned YouSource system are the source of all data
analysis in this paper. One limitation of this data source is that we cannot see
any data related to branches which a student did not push to the central Git
server. However, if work of one of these so called local branches got merged
into a branch which is synchronized with the central Git server, we are able to
see its history as well. Further, this limitation is of minor importance since we
are mainly interested in how students use the version control system in group
work settings. Another limitation, which is inherent to the Git DVCS, is that
we cannot know for sure whether time stamps on commits are truthful. It is
technically possible to tamper with the date of the commits, but since there is
no benefit for students to do so, we make the assumption that the time stamps
are correct.

To study our research hypothesis, we will perform five different analyses, the
first four of which are based on commits to the repository and the last one on
the content of the repositories. For each commit we extracted the number of
insertions and number of additions in accordance with the short status log of
each commit?. We added these two numbers together to form what we will call
the number of changes of that commit. The tools used in the analysis have been
developed by the authors of the paper and consume output produced by the
diverse git commands.

For the first analysis we will, for each course, look at the commit activity over
the whole course. To be concrete, we will visualize the commit activity by plotting
the estimated probability density function of the total number of changes, i.e.
for all students, over the span of the course. The density is estimated via the
standard kernel density estimator, using a Gaussian kernel with bandwidth of 6
hours.[17] The height of the plot then shows the relative likelihood of a commit
at a specific point in time.

The second analysis focuses on students’ activity during the implementation
sessions. This is done only for the FP and SOA&CC courses since the SE course
does not have distinct sessions during which students get time to implement their
work. We use a similar method as in the first part, but accumulate all commits
that were made during the implementation sessions in the same plot. This plot
shows when the students commit their code during the contact sessions. In the
figure the far left of the x-axis represents the start of the session and the far
right 15 minutes after the end. This is done in order to account for commits

2 http://www.kernel.org/pub/software/scm/git/docs/git-1log.html
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right after the sessions. In this case we use a bandwidth which is one tenth of
the total length of the session.

In the third part we perform an analysis of the commit messages in the
different courses by classifying them in three categories : useful, trivial, and
nonsense. A message is placed in the nonsense category if its content is not
anyhow related to what is being committed. An example of this type of messages
are these which contain only a couple of random letters, needed because the git
system does not allow for empty commit messages. A trivial message is one
which has no information beyond what is immediately visible from the commit
meta-data. This category includes, for instance, a message consisting of a list
of changed files or one saying that a given commit is a merge of two branches.
All other commits are classified as useful. It should be noted that being in the
useful class does not directly imply that the message is of high quality. It only
means that the message is not trivial or nonsense. The classification was done
manually by the respective teachers of the courses. We do not try to make a
comparison between the courses, because the bias caused by having different
raters is difficult to estimate.

In the fourth part we try to measure whether the version control system is
used equally among the students in the group. If the system would be used by
all students in a group, we would expect that the most active student in a group
of n students performs (1/n) * 100% of the commits. To represent this number
for all groups in the different courses we first find the students with the highest
number of commits in their respective groups. Then we calculate their individual
share in the total number of commits of their group. We then create an overview
of the obtained percentages where we show different graphs for different group
sizes since comparison among unequal group sizes would lead to biased results.
It only makes sense to measure this for groups with more than one person. The
SE course had a few single-person groups, hence only 28 groups from that course
are included.

For the fifth and last part we investigate the types of files which students
put under version control. First, teachers of each of the courses listed the file
types and limits which they would expect a normal repository to contain. We
started out from the files included in the HEAD of the master branch. For the
FP and SOA&CC course we determined the type of each file using the BSD file?
command. The SE repositories required a manual analysis to decide the type of
the files because the file command is unable to distinguish between the file types
in use in the course. Then we counted the number of files of each file type. Then
for each count, we compared it to the number of files expected by the teacher
and any surplus was counted as garbage. The final number which we calculated
for each group is the fraction of garbage in the total number of files.

3 http://www.openbsd.org/cgi-bin/man.cgi?query=file
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4 Results

This section describes the results of our analyses. The first subsection shows
the results for the analysis of the student activity during the whole course.
In the second subsection, we focus on the implementation sessions only. The
results of the analysis of the commit messages is shown in subsection three. Then
we consider the activity distribution among students in the fourth subsection.
Lastly, we look at the types of files which students submit to the version control
system.

4.1 Commit activity over the whole course

The student activity in the SE, FP and SOA&CC courses is presented in the
Figures 1, 2, and 3, respectively. In the SE course, we draw thick vertical lines
to indicate the end of each of the four phases of the course assignment. As can
be seen in that figure, there seems to be no correspondence between these dead-
lines and the student activity. In this course where VCS training was provided,
students appeared to commit rather evenly throughout the course. We attribute
the activity spike at the start of this course to the students trying out and get-
ting familiar with the version control system at the point in time of the training
sessions.

In the graphs of the FP and the SOA&CC courses (figure 2 and 3), we
indicated with thin vertical lines the sessions during which students get time
in the classroom to work on the assignments. The thicker vertical lines indicate
deadlines for the weekly assignments. The dates of the sessions are displayed on
the x-axis in a month /day format. In contrast to the SE course, these graphs show
a closer correlation between student activity and the implementation sessions and
the deadlines. The graphs suggest that most of the work was committed during
the contact sessions, which again suggests that students bring their work to the
sessions to be committed there. This prompts us to study the student behaviour
during the sessions separately in the next section. It is also clearly visible that
the students have a very low activity during the weekends.

4.2 Commit activity during the sessions

In the FP and SOA&CC courses students were more active during sessions than
at other times. The graphs in figures 4 and 5 show the students activity during
the sessions and 15 minutes after the session. We normalized the duration of
the session (90 minutes) and the 15 minutes overtime between zero and one.
Interestingly, we notice a similar behavior in both courses. There seem to be
three periods of higher activity. The first moment of higher activity is in the
beginning of the session after about 10 minutes. The second one, which last
longer, is between 20 and 40 minutes after the start of the session and lastly, the
activity peaks shortly after the session.

The first period of activity is most likely because individual students have
been implementing parts at home. These students then decide to commit only
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after receiving consent from other group members. This is an indication that
students do not know how to use the version control system efficiently, as in
principle they could have used a separate branch for their local development and
merged their changes to their shared version of the exercises. Also, speculating
based on student dialogue, some students might have feared ’losing face’ by
making their preliminary versions visible to others, including the teacher.

During the second period of activity students are using the system as they
are supposed to, committing changes regularly. Then the activity drops for quite
some time before reviving shortly after the session. We attribute this last peak
to those groups who have been working during the whole session without com-
mitting many changes. At the end of the session they want to store their work
for later continuation and decide to put all their work in the system.
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4.3 Commit message analysis

The classification of the commit messages was performed for the SOA&CC and
FP courses and yielded the results shown in table 2.

Table 1. Categorization of the commit messages per course

l “ useful [ trivial [nonsensel

SE|| 996 (67%) |430 (29%)| 59 (4%)
FP|[1422 (78%)|276 (15%)[129 (7%)
SOA&CC|| 289 (74%) | 65 (17%) | 37 (9%)
Table 2. Categorization of the commit messages per course

In an ideal repository we would not find any trivial and nonsense messages.
What we see from the table however is that there is a significant amount of these
types of messages.

It is not visible from the table, but the teachers classifying the messages
shared the opinion that the messages in the useful category where not all that
descriptive. Some commit messages could be regarded as ‘locally sensible’, mean-
ing that they could be useful for communication during a short time span, but
offer not much for later inspection. Many of the commit messages are clear in-
dicators that the students regard the system as an answer submission system.
Examples include “Answer for week 12”7 and “exercise 4a”. We also noticed some
messages related to problems in using the git system. The amount was however
not as significant as the teacher had expected. It is also observed that the quality
of the messages is depending on the group, indicating that some groups use the
messages for communicating, while others do not.

4.4 Differences in student activity

To show the differences in activity among students we assembled the charts in
figure 6. The figure contains one pie chart for each course and each group size
or none if there are no groups of the given size in the course. Each pie chart
illustrates the fraction of the groups which have a given percentage of commits
for their most active committer. The last column shows the expected fraction,
i.e. the chart which would be obtained if all students in the groups do an equal
number of commits.

What we see from the charts is that the most active committer in a group,
most of the times, commits significantly more as the expected percentage. Put
another way, the most active committer in each group is very often much more
active as the average which one might expect. This can be due to that student
having a dominating role in the group. In the FP and SOA&CC course we tried
to mitigate this effect by grouping students according to their skill level.[13, 15,
16] We however think that the main differences are caused by a different level
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of familiarity with the version control system between the group members. The
person with the most experience will commit more frequently or is given the
task of submitting the work of others to the system.

4.5 Which files did the students commit to VCS?

The presence of files which do not belong in the version control system, such
as executable programs, temporary compilation files and copied documentation,
suggests that the students used the VCS as plain file storage. Figure 7 shows the
fraction of the groups with a given percentage of redundant files in their final
repository. We see a big difference between the figures for the respective courses.

In the graph for the SE course we see that most groups did not include many
compiled files in their repositories, as was explicitly instructed in the course.

During the functional programming course, students can often test their code
without actually compiling it, which could explain the low amount of garbage
in the repositories. The garbage that is committed consists entirely of compiled
binaries and other compiler generated files.

During the SOA&CC course many students use integrated development en-
vironments (IDE) which do the compilation automatically for the user. It seems
like many students have included all files which the IDE produced to the version
control system.

It seems that if students are not made aware of the fact that they should
not include this kind of files to the VCS, they tend to include everything that
happens to be present in their local directory. We should do further research
to see whether this behavior changes if students are made aware of the best
practices.

Conclusion

In this article, we focused on students’ usage patterns in advanced courses re-
lated to programming while using the distributed version control system Git. We
first looked at when students commit their work during the course and in more
detail at their committing pattern during the implementation sessions. We con-
cluded that most students commit changes regularly during the implementation
sessions, but do not commit changes of work which they have been doing before
the session itself. Some groups commit rarely during the session and make a big
commit at the end of the session. We did some effort in classifying commit mes-
sages and noticed that students do often write messages which are either trivial
or even sheer nonsense. Further, we looked at how the usage of the system is
divided inside groups and found out that the activity of the most active user
in a group is significantly higher than what would be expected if each group
member would use the system equally much. As the last part of our analysis
we considered the types of files which students put under version control. We
concluded that if students are not told explicitly that they should not include
certain types of files, they will just do so.
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Fig. 6. Fractions of the groups with a given percentage of commits performed by its
most active student



The Use of Distributed Version Control Systems ... 233

SOA&CC

e
e

A1 0-20% = 20-40% Il 40-60% @88 60-80% «= 80-100%

Fig. 7. Fractions of the groups with a given percentage of 'non-versionable’ files in
their repositories

With regard to the hypothesis put forward in the introduction, our findings
suggest that using a VCS as a submission management tool may result in stu-
dents adopting the tool as “just a required manner to return the assignments”
— instead of a professional tool by which collaborative and distributed work
is managed. Indications for this were that across all three courses studied the
version control system was not too evenly used by the team members and the
fact that the quality of the commit messages was quite low. While VCSs are
pronounced as useful course management tools in the literature, we would like
to note that professional use of VCSs requires support and demonstration of
their usefulness.

In our future undertakings, we could make a distinction between submissions
returns and use of VCS, and add VCS training to the beginnings of the courses.
Further, the existing classroom setup where there is sometimes only a single
computer for the whole group could be replaced with settings where each student
would use a separate computer. Performing these practical changes could reveal
whether a more intense and shared use of a VCS can be prompted among the
students. Promisingly, in our second-year course, training sessions were provided
and there were no observable commit peaks near the deadlines of assignment
phases but a rather constant commit curve. Further research could also point
out how effective the students can use the system and how the organization of
the group work influences the use of the system. It might be that some students
know very well how to use the system, but do not see any reason to use their
skills up to a full extent in the given settings.
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Abstract. The article theoretically shows transformation of modern didactic
model into three-subjective (Student - Teacher - Information and communica-
tion pedagogical environment). Active components of new subject, which are
the most evident in a learning process, are analyzed in the article. The require-
ment block of information and communication environment as a subject of the
educational process is described. The comparative characteristic of the main
components of traditional and innovative teaching systems is presented in the
article. The authors have made a comparative description of the main forms of
university studies in different didactic models: object-subject, subject-subject
and three-subject training. The measurement of cogency of each of these three
study subjects and their significance in the process of major educational opera-
tions (collection, processing, storage, transmission) in various forms of training:
lectures, practical classes and individual work were presented.

Keywords. Didactics, information society, information and communication
pedagogical environment, three-subjective didactics, forms of training organiza-
tion at university
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1 Introduction

Education is an institute of social experience transmission and human socialization in
society. Naturally it depends on the level of social development and labor market
needs.

Modern university education is in crisis, according to UNESCO specialists’ defini-
tion, it helpless and failure of modern education may bring to global problems of hu-
manity. These are irregular development of different countries in the context of glob-
alization, education inactivity caused by the relative conservatism of human resources
brings to constantly fast-moving knowledge renewal.

Weak sides of university education are the following students’ training instead of
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general cultural development, low professional motivation and responsibility, strict
regulation of students’ activities, provided graduates’ inactivity, not much attention to
the levels of training, etc. According to this fact, it’s said about global educational
crisis, the paradigm shift in pedagogical thinking [1].

We are going to trace the change of professional education at different stages of
society’s development to overcome the crisis of modern university education.

Down the ages human language existed primarily in form of sound speech. Its
main limitation was space-time limit: spoken word spread out the territory limited by
physical laws of sound and in form of material reality actually existed only while
pronouncing, straight after that passing into the history and vanishes in it. The era of
word was characterized by a certain lack of knowledge acquirement and the Institute
of transmission, as the main source of the word transmission process from one gen-
eration to another appeared to be a man.

The increase of information amount became the background for writing nascence
as it was difficult to keep the information in mind without losing its content. Writing
unlike the sound speech turned to be the technology of knowledge transfer.

The invention of writing (i.e. the possibility of fixing speech using a specially de-
veloped system of graphic symbols) allowed to transmit voice information to an
unlimited distance and extremely broadened its existence in time. Beyond dispute, the
appearance of writing created new additional conditions and opportunities to realize a
potential of human culture. But at the same time, writing leads to limitation and nar-
rowing of informational content of speech. An issue is that writing is a sign system
and it is shown as a representative of the signified so it reproduces only a half of
properties and meanings of what it means. In this case, word transfers only a part of
the properties and meanings contained in the "live" speech. Thus, written language is
actually completely lost in the so-called prosodic information contained in the "live"
speech that sounds. The case is that the graphical definition is losing information that
is expressed and transmitted in direct speech by means of phonetics which plays a
divisionary role.

Year 1450 AD (500 years ago) is marked by the appearance of new information
technology, the third one in a row. Only then printing technology appeared which we
consider a knowledge distribution technology. We call this phase an era of books.
Definitely the appearance of books allowed creation of an effective and mass educa-
tion system, to organize public libraries, to ensure the development of universities.
The appearance of books as a mean of transmitting knowledge, promoted the human-
kind’s achievement of those heights which it has now.

An important consequence of definite social development turned to be an under-
standing of purposeful activity of social skills transfer from one generation to another
as a connection between two organized activities — teaching and learning, their con-
crete reflection in the learning process. Humanity cumulative experience of the learn-
ing process has found expression in didactics, one of the pedagogy’s section that ex-
amines general theory of education and training. It is believed that the term was intro-
duced by German pedagogue Ratko in his lectures “Rahitiy’s summary of didactics
and art education”, meaning a scientific discipline which studies theory and practice
of teaching [2].
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Efforts to make an educational process intelligently organized and purposeful are
presented in many Jan Komenskiy’s works, especially in "Great didactics,” which
covers almost all the issues that present the subject of modern pedagogy. Jan Komen-
skiy was the first one who developed didactics as a system of scientific knowledge,
giving a reasoned exposition of principles and rules for children's education. He ex-
amined the most important questions of the learning theory: educational content,
teaching visualization principles, sequence of education, organization of class-and-
lesson system, etc.

Object-subject teaching relations between teachers and students of that time were
the most prolonged in pedagogy. The subject is the teacher who works actively to
educate students as his objects of influence through informative-educational environ-
ment (word, book, equipment). Schematically such didactic relationship is depicted in
Fig.1.

[ Teacher ]—»[ Student ] [ Teacher ;_,
. : ! !

Information and communi- Information and communica-
cation environment tion environment

Fig. 1. Schematic model of the object-subject Fig. 2. Schematic model of the subject-
relations subject relations

Gradual development of public experience of mankind has increased to such an ex-
tent that a person using only natural abilities was not capable to learn and operate with
informational resources. As the result, the person begins to use technological tools to
optimize working process with information. According to it, labor market no longer
corresponds to specialists’ "conveyor" training, as received mental vocabulary knowl-
edge quickly becomes obsolete, an employee must make a "decision" in unusual
situations. Naturally, a student becomes an equal subject of the educational process.
The transformation of an object into a subject in the educational process is the result
of the democratization of education, dissemination of differentiation and individuali-
zation of education. Schematically, the new relationship is depicted in Fig. 2.

Intensification of information processes, introduced into science, economics, pro-
duction, requires the development of new models of education, a variety of informa-
tion and communication environments in which people could reveal their creativity
fully, develop skills and cultivate a necessity for self-improvement and responsibility
for their education and development.

The traditional paradigm considered education as training of younger generation to
work and life by consuming material valuables created in other areas. The new para-
digm foresees independent values in education.
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2 Innovative methodical system

The purpose of creating a new education paradigm is to provide conditions for educa-
tion, training and development for independent, smart person to satisfy the require-
ments on a market economy, capable to improve continuously his own level of
knowledge and culture, integrated into the global informative space.

Thus, today, we are talking about innovative methodical system which unlike tradi-
tional one, corresponds to professional education demands in an informative society.
The comparison of the main components of these two systems is presented in Table 1

[3].

Table 1. Comparative characterization of traditional and innovative teaching systems.

Name of Traditional methodical system | Innovative methodological system
component
Learning Seizure and adoption of educa- | Provide students with knowledge,
objectives tional material. skills and practice.
Provide students with knowledge, | Creation of modern information and
skills and practice. communication teaching environ-
ment.

Purposeful development of creative
self-sufficing person.

Formation of professional competence,
leadership skills, ability to work in
group.

Principles of | The scientific character principle. | The principle of the activity learning

learning The principle of systematicity and | environment.
consistency. The principle of organic unity be-
The principle of visibility. tween the changing requirements at

The principle of studying direction | labor market and conserved features
in accordance with issues of edu- | of the educational system.

cation, training and development. The principle of necessity for contin-

ual self-study.

Contents  of | Classical learning, techno- An integrated approach to fundamen-

training cratic one. tal and applied activity aspects of a
specialist-to-be.

Study Reproductive, explanatory, illus- | Problem-search, research.

methods trative.

Study Visual tools. The teacher’s word - | Facilities. Information and communi-

means for knowledge transfer, books, | cation technologies. Hypertext, mul-

movies, tape, training devices, | timedia training materials. Databases
pictures, maps, tables, machines, | for educational purposes. Networking
devices, models, collections, tools, | means for videoconferencing and

and historical schemes, charts, | video lecture. An effective system of
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Name of Traditional methodical system | Innovative methodological system
component
diagrams, etc. Technology. Video- | monitoring training activities. Re-
recordings, radio and television, | mote devices for self-work. Com-
filmstrips, slides, transparencies, | puter testing in on-and off-line
projectors, televisions. modes.
Study Lectures, seminars and Dispute, seminars, conferences,
forms practical lessons. "round table", symposium, debates,
colloquium, distance learning, teach-
ing and business games, role-play
game.
Control External process operations con- | Strict current control of individual
forms trol within strictly defined rules is | learning of each student by means of
dominated. testing in on-and off-line mode.
A teacher assessment result (flow, | Rating control knowledge.
final control) is dominated. Creating an effective environment
Lack of balance between control | according to Jean Piaget for easy
and self-control. convenient  self-organization that
Lack of effective control for indi- | motivates students in learning activi-
vidual learning methods of each | ties.
student.

—_—

In addition, society today has faced the phenomena which require answers:

. Teacher has lost the monopoly on knowledge;

2. Students have unlimited access to information resources;

. The phenomenon of "red shift" in expanding informative and communicative
space;

4. Availability of qualitatively and quantitatively different ICT competencies of

young and older generations.

For that matter, an educational paradigm transforms, which is characterized by the

following principles:

Globalization of knowledge, free access to educational resources
Integration of learning resources

Organization of global educational audiences

WEB-multimedia presentation of educational resources
Multilingual educational space

Asynchrony of modern models for learning management
Harmonization of social and educational environment
Formation of social identity of information system

Divergence in the implementation of their own educational way

Thus, an evolution of modern education, information studies, mass computeriza-

tion of educational establishments, constant upgrade of hardware, and development of
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computer networks, expanding of personal computerization of society, increasing of
software products designed for use in an educational process — these are conditions
that create new information and communication pedagogical environment (ICPE).
This environment constantly and aggressively increases student’s motivation to con-
sume content that circulates in it, creating a new didactic model — three-subjective
relations, which include three subjects of study - students, teachers and an environ-
ment.

However, is it legitimate to consider ICPE a possessing equal rights subject for
learning along with a teacher and a student?

3 Model of three-subjective relations

Consideration of information and communication teaching environment as a subject,
in our opinion, is possible because its components are not only technology but human
resources as well, which continuously update them at the constantly growing speed.
In this sense, it is necessary to point out an existing qualitatively new learning envi-
ronment as opposed to which one that was 15-20 years ago. The question deals with
the obtaining of today's educational environment the status of an equal partner. Sir
Ken Robinson in The Third Teacher (2010) says, “The physical environment of the
building is critically important in terms of curriculum” [4].

Within this approach, we implement an important target triangle: a natural integra-
tion of teaching, research and labor market needs. After all, ignoring the environment
as a subject of education, we will prepare specialists for inadequate reality.

The inevitability of the transition of the education system to consider three-
subjective relationship is reflected in the following three stages of didactic changes:

Stage 1 — the subject-object instruction (a teacher provides students with knowl-
edge). Characterized by one-dimensional linear model, the volume of processed data
— megabytes;

Stage II — subject-subject didactics (a teacher and a student are equal competent
training partners). Characterized by two-dimensional polylinear model, the volume of
processed data-gigabytes;

Stage III — three-subjective pedagogy (a teacher — a student — ICPE). The interac-
tion of all subjects of the learning process (a teacher — a student — ICPE) obeys to the
common goal which is formation of a competitive specialist and is characterized by a
three-dimensional nonlinear model, the volume of processed data — terabytes.

Thus, we have the right to talk about three-subjective didactics as one of the areas
of pedagogical science of the most general regularities, principles and means for or-
ganization of studying, providing a firm and conscious assimilation of knowledge and
skills within peer relations pupil (student), teacher (teacher) and information and
communication teaching environment.

It is important to underline that in this process, status and general condition of
those who learn and teach and ICPE are constantly changing. In this context, we un-
derstand these learning activities with assimilation of knowledge and skills, and
teaching - the knowledge message or source of knowledge to students, as well as in-
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struction on ways and methods of work, coordinating training activities, particularly
organization of active forms (discussion, round table, project activities, etc.) and
monitoring of students mastering knowledge, skills and experience obtaining. Unlike
traditional views, we consider, that it’s necessary to introduce the one who teaches
into the learning process, the changes that are ICPE (for example, by means of pub-
lishing of educational materials in the Internet). We have to mention, that new innova-
tive forms of teaching activity are connected remotely or, as they say, distance man-
agement software training activities, both in time and space.

Within this definition naturally occurring three-subject relations, which we under-
stand as the continuous and constant (both in space and time) interactions between
students, teachers and information and communication pedagogical environment di-
rected for satisfaction of students educational needs (Fig. 3).

/ Student \ / Teacher \

* has some educational needs « forms relevant competence
erequires to reveal and develop [« ¢ coordinates students’ self-
personal abilities development

sstrikes for information culture  coordinates students’ thorough

k / kdevelopment /

AN a

Information and communication pedagogi-
cal environment

Fig. 3. Schematic model of three-subjective relations

As we are examining an environment as a separate element, it’s important to men-
tion its operation characteristics, which are the most evident in the learning process:

e environment constantly and more aggressively increases motivation of the younger
generation for content use that circulates in it

e environment provides access to resources at any convenient time

e environment has comfortable, flexible, friendly, intelligent service, that helps peo-
ple to find informational resources, data or knowledge they need

e environment is not a negative emotional one, it corresponds people’s demands as
much as it is needed

e environment permanently is filled up with information, data, knowledge with a
constantly increasing speed

e environment offers an opportunity to organize practically free, time convenient
contacts between any number of people to provide suitable and flexible informa-
tion exchange (in any form) between them
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environment, step by step, standardize, and then integrates the functionality of all
previous, so-called traditional ways of receiving, storing, processing and presenting
of the required information, data and knowledge to mankind

environment undertakes more and more routine operations connected with humans
operating activities (which is one of the greatest challenges for humans to expect in
the future - "the more commissions - the more responsibility - the greater risks re-
main without resources")

environment receives more and more control over the data, and operational man-
kind’s activities [3]

Due to our three-subjective didactics, we can answer the above-listed vital ques-

tions connected to modern educational system:

the teacher’s role and place in the new didactic model

correlation between virtual and visual forms of subjects’ relationships in didactic
system

development of technological management providing rights for subjects of didactic
system to login informational resources

organization of modern control systems over learning activities

assurance of the organic unity between changing requirements of labor market and
conservative educational system potential

organization of modern, and most importantly, systematic and constantly active
system of re-training and professional qualification upgrade of teachers

Step by step, it is getting clear that technology that produces modern industry, to-

day, not only affects the technology transfer of knowledge, but in fact, it determines
qualitatively new forms of its organization for their mastering. At this stage, we can
see the following problems:

1.
2.

W

Heterogeneity of distribution of computer and communication facilities

Huge differences in the process of training and constant re-training of staff, both
academic and administrative ones

Inertia of education system

Constantly growing volume of technological renewal of learning environment that
includes all the tools, both for teacher and learners

Imposing of different learning paradigms that make substantial confusion in the
teachers’ presentation of their new role in the process of knowledge transmission,
development of abilities and skills

Stereotype of the philistine attitude to pedagogy in whole, as a descriptive section
of human knowledge, in which every citizen is a knowledgeable expert

Absence of formal systems which describe different models of learning [3]

Active learning environment contains the following units, which are procedural,

substantive and control. The environment begins to play a more important role and
assumes some part of teacher’s functions. There is no doubt that, certain requirements
must be done in the process of setting up a proper learning environment, which will
provide active learning environment. Working with the program, both a student and a
teacher will be limited by a system of actions, which was laid out in the program,
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that’s why development of the system requirements of ICPE is very important. Ac-
cording to our research, information and communication learning environment can
serve as the subject of the educational process if it meets the following group re-
quirements:

1. Hardware requirements: multimedia computers in classrooms are networked with
the obligatory access to the Internet resources. In addition, an important aspect
creates opportunities to access educational electronic resources (Wi-Fi technol-
ogy) for students in any convenient place, for example, library, dormitory, canteen
etc.

2. Software requirements: software environment should resolve security issues (reg-
istration, personalization, delineation of access rights to get to resources), to be in-
tegrated (all educational components should be in its natural form), easy for ex-
ploitation, filling and modification, to provide opportunities for interaction, com-
munication, monitoring for learning process, to contain an output mode out of the
complicated situations (expert), to offer opportunities for distance learning (on-
and off-line modes).

3. Academic requirements refer to methods of filling information and communica-
tion teaching environment.

4. Social demands. Special attention should be paid to a specified group of claims
which, in our opinion, contains cultural, ethical and legal aspects, because users of
information and communication pedagogical environment create some commu-
nity. First of all, it is about the rules of communication in the network and use of
the reworks of other authors.

Requirements to Human Resources. Construction of the educational process on
the basis of information and communication technologies implies specialists- pro-
grammers and accordingly well-trained teachers.

ICPE correspondence to these requirements can be achieved by using management
system of the quality of educational information resources [5].

Introduction of new subject of learning process naturally transforms existing ele-
ments of training, including forms of teaching at higher educational establishments.
Today, educational resources are open and distance forms for studying are actively
developing and integrating into traditional forms of teaching: lectures, workshops,
laboratory classes, independent, individual work of students, forms of control. Let's
try to analyze basic traditional forms of training organization in different didactic
models (Table 2).

Table 2. Forms of learning in didactic models

Subject-object study Subject-subject study Three-subject study

Teacher
The source of educational | A teacher presents difficult | A teacher and students in the
information is a teacher; | educational material, stu- | debate form discuss problematic
students are forced to put | dents selectively put down | issues due to free access to open
down a limited amount of | the information that is nec- | lecture and other information
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Subject-object study Subject-subject study Three-subject study

information, static visibil- | essary for each personally, | sources. Students write down
ity is used additionally. use additional sources, in- | the required information at will.
cluding the Internet. Dy-
namic visibility is domina-

tive.
Practice
Reproductive methods of | Part-search training methods | Search and creative methods are
teaching material devel- | prevail. directed at forming experience
opment are used. of training materials, particu-

larly under unusual circum-
stances.

Independent work
It consists of lectures, | Studying unwrought amount | The main part of teaching mate-

practical exercises execu- | of teaching material. rial is studied individually.
tion.

Forms of control
A control requires pres- | Students’ readiness to use | Monitoring can be conducted

ence of a teacher who | received knowledge in con- | without teacher’s presence, and

relates a student's knowl- | dition of life situation is also | the result — unconventional
edge with the volume of | under control. approach and creative thinking
lectures material. of students are estimated.

4 Measurement of the importance of training subjects

However, is ICPE a significant, important subject of learning in practice of University
operation? The theoretical conjectures study was conducted at the Faculty of pre-
school and primary education of Kherson State University in order to confirm or re-
fute it. The research required a questionnaire of future primary education teachers, as
they acquire an integrated system of philology, humanities, exact, natural and artistic
sciences, which, in our opinion, reduce a risk of results’ obtaining only from certain
cycle of training. The main task of the questionnaire is to evaluate the significance of
subjects of modern educational process, including ICPE.

Determining the validity of each of the three subjects of the educational process
was made by expert evaluation method. 27 qualified experts (university teachers,
graduate students, methodologists) joined the independent expert committee.

To define a point of evaluation for each subject Delphi method (for members of the
expert committee conditions for an independent individual work were created) was
used [6]. Maximum and minimum estimates depended on a number of subjects, in
which, there are three. Thus, minimum score for one of three components —1 point, an
average score — 2 points and maximum — 3 points. Then, the statistical processing of
the results, which were presented to experts for final approval, had been conducted.
The cycle of expertise was repeated three times.
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Below are the results of an independent expert committee (Table 3).

Table 3. Determination of cogency of training subjects (V)

Subjects of the educa- | Number of points 5 %
tional process 1 2 3

Teacher 12 8 7 49 0,30
Student 2 10 15 67 041
ICPE 12 11 4 46 0,29

According to the results of expert reviews cogency V (in fractions of a unit) for
each of these three specified subjects, according to experts, is approximately the
same, with a slight advantage "student" (0.11 larger compared to "ICPE" and 0.12
larger compared to the "teacher").

Results summarizing the data are shown in Fig. 4.

ETeacher

£l Student

ICPE

0.41

Fig. 4. The importance of the subjects of the educational process

214 students, as the most significant subject of didactic system according to ex-
perts’ definition, were asked to rate on a 10-point scale the importance of the three
subjects of the educational process: students, a teacher and ICPE — in the process of
operating with information (collecting, processing, storing, transmission) in various
forms of training organization: lectures, practical classes and independent work. To
do this, students were asked to determine the importance of each component of didac-
tic models: Student - Teacher - ICPE a five-point scale (1, ..., 5).

Results of the student’s questionnaire are shown in Table 4.

Assessment Ej; (i, j = 1,2,3) for each i-component of the didactic system operations
in terms of j-forms of training organization is given by (1):

E=KijtKyptKys+Kia, (1)

where E;— total score in terms of transactions weight, K - i-score weighting compo-
nents didactic system, j-teaching forms and k-rate transactions, %.

The overall assessment of V; (i = 1,2,3) for each component of the didactic system
is given by (2):
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Table 4. The results of the student’s questionnaire

Components Student Teacher ICPE
Form of | Indicators
:)rra glglll?f ation points % points % points %
Collecting 1182 5,5 2187 10,1 | 334 1,5
Processing 2151 10,0 | 2630 12,2 | 2411 11,2
§ Storing 2625 12,2 | 1455 6,7 2402 11,1
§ Transmission 830 3,9 2004 9,3 1355 6,3
— > 6788 8276 6502
E 31,6 38,3 30,1
Collecting 1674 7,7 2006 9,2 1235 5,7
Processing 1885 8,7 3121 14,3 | 815 3,8
s Storing 1241 5,7 1663 7,6 2421 11,1
g Transmission 2178 10,0 | 1198 5,5 2322 10,7
A > 6978 7988 6793
E 32,1 36,6 31,3
Collecting 2214 97 | 2119 93 |2033 |89
- Processing 2366 10,4 | 2882 12,6 | 1938 8,5
_qg Storing 2154 9,4 2007 8,8 2013 8,8
b Transmission 994 44 384 1,7 1703 7,5
_§‘ Ms > 7728 7392 7687
g g E 33,9 324 33,7
Vi= (EntEntER)/3. (2)

Let’s analyze the results.

It is generally known that, lecture — is the main form of teaching, prepared for the
adoption of theoretical material. Table 4 shows that while gathering information dur-
ing lectures (17.1%), the most significant entity of the educational process is a teacher
(10.1%), 5.5% of operation is performed by a student, 1.5% — ICPE. It’s explained by
identification of the content and material of lectures, in its selection, the main role is
occupied by a teacher, but the lecture provides not passive acceptance of students’
knowledge but their active involvement into the learning process, preparation for
lectures, which is provided with ICPE use. We should note that active cognitive activ-
ity of students during lectures is possible for basic training, which includes familiari-
zation with the theme of the lecture and its plan, the main content of the theme for the
tutorial, content repetition of the previous themes etc.

According to the survey results, information processing on the lecture (33.4%) sub-
jects’ contribution is approximately the same: 12.2% - Teacher, 11.2% - ICPE, 10% -
Student. This is because the teacher coordinates educational information processing,
and an active entity involved in this process may be a student. ICPE activity due to a
shift in emphasis onto the use of methods and means of processing students - from
note-taking information material: full or theses synopsis for computer processing of
the information received.
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Storing educational information of the lecture (30%) between the subjects of the
educational process was distributed: 6.7% - Teacher, 11.1% - ICPE, 12.2% - Student.

According to received questioning results, transfer of educational information of
the lecture (19.5%) is implemented by a teacher (9.3%) and ICPE (6.3%), although
students (3.9%) provide additional information, interesting facts and problematic
issues. The task of the teacher, at this stage, is to transfer the adapted information
disclosing a nature of scientific concepts, genesis of scientific theories, ideas, etc.;
aggregated information is transmitted using pedagogical software, e-presentations,
etc.

The results of the distribution of three-subjects training, in the process of operation
with information during a lecture are presented in Fig. 5.

14

12

T T
Collecting Processing Storing Transmission

10
[EStudent
M Teacher
BICPE

Fig. 5. The significance of the subjects of the educational process during operations with in-
formation on the lecture

Thus, the most important subject of the lecture organization according to students
is a teacher (38%), a student (31.6%) and ICPE (29%) provide processing and preser-
vation of educational information. In general, during the lecture principal place of
work with information take processing operations (33,44%) and storing (30%), fol-
lowed by transfer (19.5%) and collection (17.1%).

Let’s analyze the data from Table 4 according to the importance of the subjects of
study during the preparation and conduction of practice. As it is known, practical
lesson is a class that involves organizing teacher’s detailed study of individual theo-
retical positions discipline and development of skills in their practical application by
individual performance to related tasks.

Analyzing the data in Table 4 concerning the collection of information (22.6%)
during the practical sessions was revealed that students’ contribution is 7.7%, but
teacher’s and ICPE respectively 9.2% and 5.7%. Comparing with a lecture, students’
activity increased by 2.2%, due to test theoretical knowledge of students, develop-
ment of skills based on acquired knowledge and, as a result, a detailed collection of
information for further processing.

In the process of collection (22.6%) and processing (26.8%) of the information
during preparation and practice, according to students, a teacher and a student have
the greatest significance, which is confirmed by received data: respectively (9.2% and
14.3%) , (7.7% and 8.7%). This is due to students interest in learning, deepening and
refinement of knowledge, developing skills, primary accumulation of experience,
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professional motivation and, consequently, activity in learning. Significance of ICPE
is gradually increasing, as it is evidenced by statistics data, in storing and information
transmission: 11.1% and 10.7%.

Visually, the results are presented in Fig. 6.
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Fig. 6. The significance of the subjects of the educational process during operations with in-
formation during the practice

Thus, a teacher is the most important subject of practical training organization
(36.6%), although a student (32.1%) and ICPE (31.3%) are equal subjects. Generally
during practical classes the importance of operations with information is as follows:
processing (26.8%), transmission (26.2%), storing (24.4%) and collecting (22.6%).

Let’s analyze the importance of training subjects in the process of student’s indi-
vidual work organization. As you know, independent work of a student is a primary
mean to master academic material at a time, free from mandatory training sessions.

Leading role in collection, processing, storing and transmission of material belongs
to a student (33.9), according to the relevant data: 9.7% 10.4% 9.4% 4.4%. This is
primarily due to the students' understanding of the importance of having theoretical
knowledge, development of skills, and accumulation of their own professional experi-
ence and, as a result, operations with the information according to the educational
goals. Practice has proved that the most active in independent work will be a student
who is more motivated to master for his future profession. The result of questioning is
the importance of teachers is on average 32.4%, ICPE - 33.7%, and an independent
educational-cognitive students' work is task-teacher, under his leadership, but without
his direct involvement but widespread use of information and communication teach-
ing environment. The importance of business education in independent work is shown
in Figure 7.

So, according to students’ definition, important subjects of independent work are
all three components of the didactic system - Student (33.9%) and Teacher(32.4%),
and ICPE (33.7%). During the independent work with information, transaction proc-
essing occupies a principal place (31.5%), then collection (27.9%), followed by stor-
ing (27%) and afterwards transmission (13.6%).
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Fig. 7. The significance of the subjects of the educational process during information opera-
tions in class work

The analysis of the results of the survey showed that according to students' all three
constituents are important and significant components of the didactic Student-
Teacher-ICPE system. This is the statistics of indicators weight components: Student
(V1 = 32,5%), Teacher(V, = 35,8%), ICPE (V3 = 31,7%). It’s important to underline
that received students’ survey data correlate well with similar data of experts’ assess-
ment of component’s importance of the didactic system. The student is a significant
subject of a teaching process at the University as learning outcomes largely depend on
its intended acquisition of trade. Proof that serve high levels of significance to stu-
dents in maintaining and processing information during lectures, collecting, process-
ing and transmitting information during practice, collecting, processing, storing in-
formation during independent work. Major indicators of the importance of the teacher
can be seen during collection, processing and transmission of information during the
lecture, which is determined by specifics of this type of training sessions - teaching
theoretical material. During practical sessions and independent students’ work the
teacher has the greatest indicators of the importance of information processing.
ICPE’s significance is high during operations with information and practical lessons
in the process of information preserving, as for in-class, ICPE acts as an equal-right
subject of the educational process. This is because ICPE provides access to informa-
tional resources at any convenient time, quickly and easily enables to find all neces-
sary information, provides flexible and convenient information sharing between stu-
dents. However, according to average data ICPE significance inferior teachers’ im-
portance, as a teacher manages the studying-cognitive students’ activity, coordinates
their independent improvement of knowledge, skills and abilities. It should be noted,
that due to ICPE systematical involving in learning process the role of it as new sub-
ject will improve gradually because of improving learning outcomes.

Summary results of the survey are presented in Fig. 8.
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Fig. 8. The importance of the subjects of the educational process during operations with infor-
mation

5 Conclusions

Thus, the analysis of the scientific literature, theoretical and experimental study on
transforming learning into different didactic models showed that information and
communication pedagogical environment is an important subject in the process of
learning at the University; ICPE transforms traditional subject-subject model of study
into three-subject one, directly affecting and slightly changing the role and function of
other subjects of study, partly fingering their functions itself, particularly in transient
conditions while performing operations with information on various forms of training.
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Abstract. The paper presents a new idea of knowledge representation for stu-
dents studying software engineering by developing artifacts and software com-
ponents accumulated in libraries or repositories for further reuse. The idea is
based on the concept of assembly line by V. Glushkov, further elaborated by
Soviet and foreign specialists (A. Ershov, V. Lipaev, J. Greenfield, G. Lenz, Y.
Bai, M. Fowler). The paper introduces the elements of program factory: reus-
able components, their interfaces, and assembly lines for designing and assem-
bling complex software products from components. It is shown that modern op-
erating environments provide prerequisites for such factories. The students’
program factory, implemented at Taras Shevchenko Kiev National University,
is then described. The technologies behind the factory, as well as its goals are
studied.

Keywords. Artifact, reusable component, applied system, interface, assembling
line

Key terms. Methodology, Technology, Process, Qualification

1 Introduction

The paper presents the elements of programs factories: reusable components (RC) and
their interfaces, assembly lines for designing and assembling complex programs from
RCs. It is shown that modern operating systems provide tools for creating specialized
programs factories (MS.NET AppFabric, SOAFab, SCAFab, IBM VSphere, CORBA,
etc.). Factories are built by different commercial structures for software product de-
velopment, as well as for studying purposes (e.g., the programs factory implemented
in Taras Shevchenko Kiev National University for the assembling artifacts from dis-
ciplines that are studied at the university). The purpose of such factories is to study
computer science, software engineering, programming technology and software sys-
tems with electronic textbooks, develop applied projects and thus train highly compe-
tent professionals in software industry.

Over last decades a huge amount of various programs has been accumulated in the
informational world that may be used as end products for complex programs devel-
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opment. Therefore, a new approach has been formed in programming, namely reus-
ability — reuse of ready-made software resources (reuses, assets, services, compo-
nents, etc.), hereafter referred to as reusable components (RC). This term is used in
informational world to represent new knowledge acquired over researches in certain
fields of computer science. Being needed for somebody, it may be used in solving
certain problems concerning similar artifacts as well as for development of new soft-
ware systems (SS), applied systems (AS) or software product families (SPF).

All software artifacts and RCs may be stored in public warehouses (libraries, re-
positories) that may be searched by professionals to identify the necessary data for
implementation in their own research activities. That is, reuse of ready-made re-
sources becomes a capital-intensive activity in the field of software engineering and it
is particularly important that universities possess so-called factories for scientific
artifacts, programs and RCs needed by other students and professionals. With these
factories, students may participate in industry development of scientific artifacts for
mass use [1-3].

Based on such innovative ideas, Prof. E. Lavrischeva proposed fourth-year stu-
dents at KNU to establish the first programs factory over the course of theoretical and
practical labs on software engineering. This factory is focused on artifacts, software
development, and repository maintenance. Students’ programs factory operates on the
web site (http://programsfactoty.univ.kiev.ua) since December 2011. The web site has
been visited by more than 5,000 people — students, scientists and teachers.

2 Establishing Programs Factory

History of Software Industry in USSR. An idea of industry for computers and sup-
porting software has been formulated by Academician V. Glushkov at Cybernetics
Institute of NAS of Ukraine in 1960s-1970s. Under his guidance, a family of small
computers ‘Mir’ (1967-1975) has been developed together with a language of ana-
Iytical and formula transformations for solving differentiation, integration and for-
mula calculus problems. In addition, other computers (Dnepr, Dnepr-2, Kyiv-67, 70,
macro-conveyor etc.) have been elaborated with auto code-typed programming lan-
guages (PL) to develop information processing programs and automated management
systems (AMS) for various organizations and enterprises. For their development, the
problems of software quality and increase of production of reusable components have
been investigated with computers at state institutions [4—6].

In 1975 V. Glushkov first formulated the concept of assembling conveyor consist-
ing from technological lines for software products (SP). The core of Glushkov’s para-
digm is to accelerate the transition from programming as an art to industrial methods
of SP production in order to solve various economical, business, scientific problems
with automated management systems.

Then (1978), software development as joint scientific-technical production and the
projects requesting for automating SP creation have been decreed. The first pilot fac-
tory for software engineering was established for mass production of various AMSs
(1978, Kalinin); but, because of lack of ready-made programs and immaturity of pro-
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gramming technology for industry production, the factory had lasted for two years
and was closed [7]. Nevertheless the experiments aiming to elaborate programming
automation tools were lasting until the collapse of the USSR.

V. Glushkov’s idea concerning programs factories is now running at the several
industrial factories explored by different authors theoretically and in practice [8—13]:

Conveyor by K. Czarnecki and U. Eisenecker

Software factories for assembling applications by J. Greenfield, K. Short et al.

Continuous integration by Martin Fowler

EPAM assembly line for building various types of software, improving software

quality and reducing risk

e Automated assembling of the multi-language programs in heterogeneous environ-
ments by Y. Bai (VC++, VBasic, Matlab, Java, Visual Works, Smalltalk and oth-
ers)

e Command development and assembling programs for software projects in MS
Visual Studio Team Suite based on contracts

e G. Lenz’s program factory utilizing UML in .NET

e Assembling, configuration and certification of global scientific-technical software
on the European Grid factory

e Compositional (assembling) programming by E. Lavrischeva for developing soft-
ware products from reuses, services, artifacts, and so on

e Experimental KNU factory

Careful analysis allowed singling out the key components of programs factories
[13]:

e Prepared software resources (artifacts, programs, systems, reuses, assets, compo-
nents, etc.)

o Interface as a mediator between two components, containing passport information
for heterogeneous resources in a certain specification language (IDL, API, SIDL,
WSDL, RAS, etc.)

e Operating environment with system facilities and tools supporting assembly lines
with heterogeneous software resources

e Technological lines or product lines for mass production and assembling products.

e Methods of product development

The elements listed are the fundamentals of SP production industry at the factories
that operate at major foreign software companies such as Microsoft, IBM, Intel, Ap-
ple, Oberon etc. At the KNU students’ programs factory, these fundamentals are im-
plemented as certain lines for programs and scientific artifacts, which are the best
among student-developed programs factories.

The authors of the KNU programs factory consider it an integrated infrastructure
for organizing production of mass usage SPs that are needed for customers and users
from the fields of computer science, state government, commerce etc. The factory is
equipped with technology lines (TL) or product lines [7, 12], as well as a collection of
products, tools and services needed for automated processes execution over these
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lines in modern operational environments (MS.NET, IBM, Sun Microsystems and so
on).

Web Site of KNU Programs Factory. The main objectives for the web site are:
improving students’ skills in software development using the system for exchange of
KNU students’ certified software products and scientific artifacts; increasing SP qual-
ity and reliability; and learning to support the methods of SS industrial production.

The web site presents lifecycle models, SP building lines, the line for program pro-
duction with the help of MS.NET platform, and examples of student programs.
Obligatory requirements are maintained during certification to store software products
in the repository of the factory (the library pool).

The main activities on the factory site are:

Organizing program and artifact development

Familiarizing students with tools and methods for program and SS development
Representing students’ software products in the repository

Citing excerpts from articles and textbook materials concerning various disciplines

The factory is equipped with tools that allow broadening its functionality by specify-
ing new software artifacts and storing them in the repository for further reuse. Each
artifact is uniformly documented based on WSDL, IDL standard used in Grid global
project.

3 Factory Lines and Components

Development of Technological Lines. Technological lines are created at the techno-
logical pre-production stage [7, 12] before SS production. They include activities for
designing the TL scheme from processes and actions that determine the processing
order of SS elements with appropriate technological modules (TM) or programming
systems. The basic requirement of TL engineering imposed on production of pro-
grams and components is to assemble TLs from lifecycle processes meeting problem
domain goals using standard tools, TMs, and the system of regulatory documents. The
TL is then supplied with ready-made components, tools and instruments that generate
and implement specific functions or elements, as well as the management plan for
processes for changing states of the elements and providing quality evaluation [13-
16].
The RC model for component-based development has the following specification:

RC={T. I F,Imp, S}, (12)

where T is type, [ is interface, F'is functionality, /m is implementation, and S is inter-
operability service.
Basic operations over components are:

e Specifying components and their interfaces (pre- and post-conditions, which must
be satisfied by the caller) in such languages as IDL, API, WSDL, etc.
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e Maintenance of components, reuses and artifacts in the component repository for
search, change and future integration into applied systems

o Integration of components into applications, domains, applied systems, software
product families, etc.

All aspects of RC development and their usage in SP and software product families
are goals for reusability disciplines and building material for these systems.

Applied system is a collection of software means (or functions of SS), including
general tools (DBMS, protection systems, system services, etc.), constructed subsys-
tems or components together with the tools for marshalling from one AS to another
[14].

Product Lines at SEI. Product lines and product family (PF) is defined in
ISO/IEC FDIS 24765:2009 (E) — Systems and Software Engineering Vocabulary:
“Product line is a set of products or services that share a common, managed set of
features satisfying the specific needs of a particular market segment or mission and
that are developed from a common set of core assets in a prescribed way. Synonym:
product family”.

SEI professionals propose the two models for representation of activities for SS
development, namely engineering and process ones.

The engineering model assumes the three activities, namely RC development, PF
development through RC configuration and management of the both above activities.

The activity for RC development presupposes PF scoping and production planning
of SS collection accounting for the context of SS usage, production limitations and
the chosen strategy. The PF development activity includes designing each specific SS
implementation based on the set of developed RC, and building software systems
according to the PF implementation plan. The management activity is based on bal-
ancing activities for RC development and PF maintenance tasks, and includes both
organizational and technical management.

According to the process model, a set of processes is performed at the two levels,
namely domain engineering, being also referred to as the development “for reuse”,
and application (or SS) engineering — the development “with reuse” [15]. The last one
is performed over assembly line using ready-made RCs to shorten time and increase
SS availability. Therefore, configuring the product family from RCs according to the
specific requirements and needs of a particular market segment is the final one in the
cycle of production activities.

4 KNU Students’ Programs Factory

From the theoretical standpoint, program factories are based on the assembling con-
veyor that includes a collection of various more or less complex production lines for
software artifacts, programs and RCs. Conveyor lines contain process execution using
system tools or technological modules that automate process execution for obtaining
interim or final results.

From the perspective of information technology, the factory provides the data
processing toolset for the transition from individual programming of particular re-
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sources to the industry of mass-usage SP. The factory increases SP development pro-
ductivity during each lifecycle process due to use of RCs that possess the necessary
functionality with due quality guaranteed by their developers. The assembling (com-
position, configuration) line may benefit through reduction of efforts because of use
of readymade artifacts or RCs stored in the repository.

Searching for RC Select Platform Searching for manuals Select Manual (if necessary)
= All Platforms 2 = All Books -
Select OS searching for publications Select category (if necessary)
All Platforms - [=] All category -

Input text for Searching

FFRrROGRANMS
FRACTORY
IRecent Reusable Components (RC) .
< Shingles algorithm Home CieE e
Dzubenko Artem
{ = Neepaens S & “Software Engineering” Manual
i Author: Lavryscheva Katerina Myhailovna
< PHP Image Processing PO TAMHA IKEHEPIS

Dzubenko Artem

Generic Line for particular programs production in MS.NET

o An Example of student’s program with the Line

Software Products sertifying for storing them in Repository

Recent Books
Learning

@8 APPLICATION 2.
The List

o Assembling with Conveyor

+ Line for Software Products Assembling from RCs and Processes
* Software Product Line
Visitors: 5242 You may ask questions &

Fig. 1. Main page of KNU programs factory

Programs Factory Technological Lines. The TL development is as a rule
matched with some lifecycle, e.g., implemented in the MS.NET environment with
guides, frameworks, programming languages, common libraries templates, system
tools that support new subject-oriented languages such as Domain Specific Language,
etc. For complex SP development, an assembly (compositional) line is proposed, as a
tool for composing RCs using their interfaces from various interim libraries within
development environments, as well as from RC repositories (Fig. 1). The figure
shows the main page of the web site of the factory: lines 1, 2, 3, 4 and a text-book for
e-learning fundamental aspects of software engineering [2].

The assembling conveyor has four implemented technological lines [1, 2] that,
since 2011, aid in artifacts and program development. The structure of these lines is
designed according to the technology explored by the author (Prof. E. Lavrischeva) in
1987-1991 [7, 12-16]. Simple TLs in factory are as follows:

e E-learning C# in VS.NET environment (Fig. 2)

e Saving components into corresponding repositories and selecting them from the
repository to meet market demands on specific SPs
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e Assembling or configuring RCs into complex program structures (SP, FS)
e E-learning basic knowledge on software engineering with the dedicated e-textbook

7\ VA
* Representation w -Verliﬁcationd I i « Software assets l J
t 5 il
tools oCH.Ct+_lava So:e:;ame .Operation tools egﬁgiact:t]i% N + MS.Net
aEditors « Files verification Operations

N N N

Fig. 2. Chart for components design in VS.NET environment

Web Site Lines. The depicted TL for learning C# programming is designed ac-
cording to the ISO/IEC 12207 standard of lifecycle processes while allowing for
NET specifics as to how to perform the following design tasks:

e Exploring demands on software products, singling out features and methods for
automated generation

¢ Fixing requirements on implementations of SP functions for the domain

e Specifying software elements or artifacts, documenting their passport data and
interfaces with a WSDL-like language

e Storing created software artifacts and programs in the repository

The line for repository maintenance includes the mechanisms for stored RCs being
uniformly documented with their WSDL passports, as well as the tools for selecting
ready-made RCs and artifacts from the repository based on their passport data, func-
tions and relevant solution examples (see Fig. 3). This line is pertained to the proc-
esses for quality assessment of artifacts or programs created, verifying them from the
perspective of reliability and quality.

7~ N\ -~ N\

1 TM™ fe i
+ Repository . r_o:ul$ fo{_ * asseosrsmjezltty
T inks Testing * TM for software
® Building task . E:zr;ys'::,g for » Factory Tools reliability assessment
5 o Certificate’s format

Sof_tware with requesting
various PL
(Programming

Languages)
Fig. 3. Flowchart of the line for component search in repository

The line for AS development at the factory includes the tools for engineering of
specific required components using various PLs, programs and artifacts, both just
developed and selected from repository; the line also supports building multilingual
RCs and marshalling non-relevant types of data exchanged by the components [11].
The constituents of this line include standard tools for building or configuring multi-
lingual components, testing both the sample components and the links between RCs
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being composed together, as well as the tools for reliability and quality assessment
and certification of the product obtained.

The line for remote e-learning with the dedicated Software Engineering textbook
[14, 15] is now actively used in studying topics of this discipline with KNU students.
This line may also be used for independent studying in other high school institutions
where software engineering or computer science courses are established.

Design of Programs Factory. At the students’ factory, Visual Studio .NET li-
censed by KNU is used as the foundation for the programs factory; capabilities of
MS.NET platform in providing tools for multilingual AS development and support
using the components in C#, C++, Basic, etc., are utilized as well. Consequently,
third-party software developers for the factory may not be limited to the choice of a
single PL.

The factory web site is developed using PHP programming language, and, for its
external representation, HTML5, CSS3 and JavaScript. The system core is independ-
ently engineered by the authors with relying on known web frameworks [2].

5 E-learning SE Disciplines

Teaching students the aspects of software industry at Ukrainian universities is at its
initial stage. To solve several education problems, we have introduced a new ap-
proach to e-learning various aspects of SE, which assists in acquiring knowledge on
software industry.

A new concept for breaking down the software engineering disciplines (Fig. 4),
which is necessary in industrial factory production, was proposed [7, 14]. Basic goals
of software engineering disciplines are as follows:

e Scientific discipline consists of the classic sciences (theory of algorithms, set the-
ory, logic theory, proofs, and so on), lifecycle standards, theory of integration, the-
ory of programming and the corresponding language tools for creating abstract
models and architectures of the specified objects, etc.

e Engineering discipline is a set of technical means and methods for software devel-
opment by using standard lifecycle models; software analysis methods; require-
ment, application and domain engineering with the help of product lines; software
support, modification and adaptation to other platforms and environments

e Management discipline contains the generic management theory, adapted to team-
based software development, including job schedules and their supervising, risk
management, software versioning and support

e Economy discipline is a collection of the expert, qualitative and quantitative
evaluation techniques of the interim artifacts and the final result of product lines,
and the economic methods of calculating duration, size, efforts, and cost of soft-
ware development.

e Product discipline consists of product lines, utilizing software resources (reusable
components, services, aspects, agents, etc.), taken from libraries and repositories; it
also contains assembling, configuring and assessing quality of software
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Development Disciplines of Products at Factovies
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Fig. 4. Software engineering disciplines

In our opinion, all the SE disciplines considered above and their theoretical foun-
dations must become the independent subjects to be taught to students specializing in
the field of SE with the orientation toward the industrial production of SPs from
readymade components (reuses, services, assets, and so on) [17]. The production cy-
cle will be repeated in case of bringing changes in the product structure as it is done in
technology of continuous integration by M. Fowler and in AppFabric in MS.NET
(Fig. 5) [18].

Approach to Teaching SE. The SE educational course must include intertwined
theoretical and practical fundamental positions and achievements in software devel-
opment and integration [15, 17, 19]. The directions of the SE teaching course are as
follows:

e Base concepts, principles and methods that constitute the basis of SE knowledge
and technology of programming (e.g., the five SE disciplines, life cycle, project
management, quality, configuration) and proved their productivity in practice

e Mathematics of systems analysis for subject domain with the use of elements of
theory of algorithms, logic and semantics of programming for the formal design of
key notions of the domain, reflection of their communications and relations in case
of formal task of their models and SP architecture
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Fig. 5. Structure of Microsoft AppFabric

e General principles and methods of designing programs, software products and
software product families using ready-made objects, components, services, aspects,
etc.

e Modern applied tools for representation of software products, which are widely
used by professionals in research and development (systems analysis, decomposi-
tions, architecture, design, OOP, ontology, etc.)

e Methods of measuring quality of software products

e Development environments (MS.NET, IBM, CORBA, Protégé, Eclipse, etc.)

e The directions of e-learning are summarized in the Software Engineering textbook.
The students learn and apply them on practice with the use of system tools, arti-
facts or programs developed by other students. Certain students’ achievements are
certified by the teacher and can be added to the repository of the factory

In terms of teaching SE, the author’s first textbook (2001), written in Ukrainian
[18], is dedicated to the foundations of SE from Curricula-2001; the second textbook
in Russian (2006) teaches the basics of Curricula-2004 [12]; the third textbook is
developed for modern approach towards teaching SE [15], including topical outlines
of some of the above-mentioned disciplines and fundamental aspects such as reliabil-
ity and quality engineering. In the new textbook, basic elements and engineering tools
are presented for development of various target SE objects and lifecycle processes,
methods for design and management of collectives of executors, quality, terms, and
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cost. The textbook on the web site describes new SE disciplines and fundamental
aspects of SE. The structure of the textbooks corresponds to the typical Curricula-
2004 program, and to the modern requirements on the subject imposed by the pro-
gram of the Ministry of Education and Science of Ukraine (2007).

6 Conclusions

The result of the authors’ work is an experimental programs factory web site, accessi-
ble on the Internet using address http://www.programsfactory.univ.kiev.ua/. This web
site is proposed for e-learning product line development at the high school institutions
on the specialties of informatics, computer sciences, information systems and tech-
nology.

The following concrete lines are established at the factory:

e Production of reusable components and artifacts

e Development of console applications, DLL component libraries, local Windows
applications with C# in VS.NET

e Developing Java programs (a manual by I. Habibulin)

e Assembling programs from RCs in MS.NET environment

e E-learning software engineering with dedicated textbooks on the web site in
Ukrainian (sestudy.edu-ua.net) and in Russian (intuit.ru)

The prospects of future factory evolution are its further adjunction with new re-
sources in the field of software engineering being yet prepared by the students,
namely:

e Description of the process of development of complex programs and SS using DSL
language (Eclipse-DSL, Microsoft DSL Tools)

o Transformation of general data types into fundamental data types from the perspec-
tive of the standard ISO/IEC 11404-2007 generation tools

e Ontological representations of new disciplines for study (e.g., computational ge-
ometry, lifecycle domains, verification)

e New applied product lines for business developed with appropriate mechanisms;

o SEI product lines approach, and so on
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Abstract. Processes of society globalization and technification require changes in
training modern specialists and therefore involve changes of educational systems,
including the creation of Information environments schools. The article is de-
voted to the topics of design, development and implementation of experience of
Information environments in the educational process and scientific activities of
universities. Developed by authors model of the environment has been imple-
mented for constructing the information environment of the Kyiv Boris Grin-
chenko University and National University of Life and Environmental Sciences
of Ukraine. The article describes approaches to the training of students and teach-
ing staff of these universities for effective implementation and development of
the resources of the Information environment. Conducted monitoring of resource
usage of Information environment confirms the prospects of the authors' model
and the methodology of its introduction.
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1 Conceptual Foundations of an Information Environment

Globalization of education leads to significant changes in the teaching systems: global-
ized learning goals, unified content and methods. New forms of technology and educa-
tion focused on the integration of information and communication technologies (ICT)
appear in the learning process. Especially significant changes occurred with the means
of learning. From the concept of "learning tools" in the traditional model of education
was made the transition to the educational environment in activity oriented teaching
practice, then to the education space in the context of person-centered, individualized
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approach, and finally to the Information environment (IE), which is realized in the
process of development and ICT [1].

IE defined as a structured set of resources and technologies based on the consistent
technological and educational standards which ensures free access of persons of the
educational process to information resources, their effective communication and coop-
eration within such an environment for achieving educational goals that are known,
understandable, achievable and concrete for them preliminarily.

IE of educational institution represents (has to represent) an adaptive model of
global, national, information spaces and inherits their most characteristic functional
properties, particularly in the communicative aspect of IE is a space of co-curricular
activities based on ICT in the integration aspect provides the implementation of joint
actions by establishing appropriate rules and the adoption of regulations that means that
environment can emerge and develop only in accordance with the goals and objectives
of the above-mentioned spaces, including the regulatory framework in the field of in-
formation policy at national and international levels, the state and prospects of devel-
opment of information technology, the characteristics of learning process in educational
establishment [2].

There is a list of computer technologies in annual reports of the International Media
Consortium that will have (have) a significant impact on the organization of the educa-
tional process in the near future, namely: mobile technology and cloud computing
(2009), open content, e-books , personal web (2010 - 2011 years), semantically com-
patible programs, Smart-objects, supplemented reality (2012 - 2014 years), educational
games, sensor devices and interfaces, data visualization, training analyst (2015 - 2016
years.) [3].

In the world teaching practice Web 2.0 services are regarded as qualitatively new
means of distribution and storage of teaching materials, effective tools of educational
platforms [4, 5]. Wikis, blogs, social networks, websites and audio streaming, news
channels allow users to collaborate - sharing information data store links and multime-
dia documents, create and edit content, solve practical problems, perform educational
and research projects, etc.

That is why understanding the nature and objectives of the construction, using and
developing of information protection, a clear understanding of its structure, compo-
nents, systems development and selection of high quality resources, selection of effec-
tive service based on Web 2.0 technologies belongs to one of the main tasks of a mod-
ern University. With the current requirements of not only the operation but also the
system of educational institutions, general management principles and principles of
educational systems, as the leading principles of good design information and educa-
tional environment of the institution and of the overall architecture, should be allocated
as follows:

1. The principle of a systematic approach. This means that build model should be
based on systematic analysis of educational establishment. That means that structural
elements, internal and external communications, which will consider the educational
establishment as an open system, should be highlighted.
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2. The principle of modular structuring of information and data information. The main
purpose - to provide information and data needs in the most complete form, which
allows to characterize the state of the system and provide adequate tools for the im-
plementation of administrative functions and educational tasks.

3. Principle of modification, addition and permanent renewal. Implementation of this
principle allows for expansion, upgrading and updating of the model with additional
specific and understandable to persons indicators and measuring data. Thus, it can be
changed or adjusted in accordance with the specific educational establishment, its
traditions, mission and tasks.

4. The principle of approximation, which states that the system should be responsible
for its complexity, structure, functions, etc. to those conditions in which it operates,
and to those requirements that are set to it.

5. The principle of giving the necessary and sufficient information for the management
of educational establishment.

6. The principle of data sharing. The same data can be used by several users. In addi-
tion, each user should receive this information in an easy to view it at any time and
from any place.

2 Information Environment of a University — Concept
Realization

Information environment of the institution at the present stage should include:

e Personal computing devices - a means of educational, researching and administrative
activities of the institution

Environment supporting collective and individual communication and cooperation
Open educational resources - objects of educational activities and interactions
Centralized and decentralized training platforms

Means of information security and centralized filtration incompatible with the edu-
cational process content and more

The overall architecture (organizational structure and the associated operation of
technological systems in education) is the basis of the process of creating educational
technology systems adequate to the conditions of their use, in particular, an unlimited
amount of resources that can be integrated into the educational process, a large number
of users that can use the tools and technologies of technological systems, the number of
students who may be involved in the joint solution of one educational task. Educational
environment for such systems provides by international technological standards for
interfaces, formats, communication protocols to provide mobility, interoperability,
stability, efficiency and so on.

In this approach Internet is considered as a global platform of creation and dissemi-
nation of collective knowledge. Information environment is a mean and a place for
creation, accumulation and harmonization of educational resources of efficient commu-
nication and cooperation, education and training of both students , teachers and admin-
istrators. The proposed model allows us to implement a set of technological principles
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of open Information environment of the university such as adaptability, integrity, com-
plexity, interoperability.

Construction of such Information environment provides a clear projection of its ob-

jectives, functional, access channels, organization of communication of students, teach-
ers and researchers; system of continuous monitoring. The main features of the educa-
tional process in an open Information environment are:

Openness of environment - students and teachers are actively participating in the
development of educational resources and Information environment

Willingness of participants - formation of need for building individual learning tra-
jectories, positive motivation to cooperate and work in a team, willingness to dis-
seminate the results of their own educational activities in the public access
Monitoring of objects and subjects of environment - monitoring the quality of cre-
ated resources, providing access to them and their efficiency of usage, observing the
activities of the subjects of the educational process, organizing the feedback and as-
sessment

Implementation of the proposed model in a particular educational institution in-

volves the selection of platforms (Fig. 1) and resources:

Scientific articles of educational-research and Masters members of National Univer-

sity of Life and Environmental Sciences of Ukraine
http://elibrary.nubip.edu.ua

Abstracts of theses defended in National University of Life and Environmental Sci-
ences of Ukraine http://elibrary.nubip.edu.ua

Conference proceedings of National University of Life and Environmental Sciences
of Ukraine http://elibrary.nubip.edu.ua

Works of magisters of National University of Life and Environmental Sciences of
Ukraine http://elibrary.nubip.edu.ua

Training materials to support the educational process of National University of Life
and Environmental Sciences of Ukraine http://elibrary.nubip.edu.ua

e-Learning of National University of Life and Environmental Sciences of Ukraine
http://moodle.nauu.kiev.ua

Distance learning http://agrowiki .nubip.edu.ua

Harmonized (supplemented by expert comments of National University of Life and
Environmental Sciences of Ukraine and links to internal and external resources)
standards http://agrowiki .nubip.edu.ua

Regulations of National University of Life and Environmental Sciences of Ukraine
http://elibrary.nubip.edu.ua

Thematic practice-oriented information articles http://agroua.net
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— Complete scientific articles
— Works of masters of NUBIP of Ukraine
— Methodical materials
— Abstracts and monographs
— Open e-learning courses — Conference materials of NUBIP of Ukraine
— Standards
— Patents of NUBIP of Ukraine

— E-learning courses of NUBIP of
Ukraine

Information and educational portal Institutional Repository

ehbrary.mbif

Scientific and educational advisory environment

Agrarian sector of Ukraine EcoAgroWiki

s agroua.net agrowiki.nbip

— Distant self-education
— Harmonised standards

— Collective processing of scientific
knowledge

— Consultancy, scientific
communication

— Information and educational portal

= Compilation of thematic
practice-oriented articles

Fig. 1. Open Information Environment of National University of Life and Environmental Sci-
ences of Ukraine

Effective usage of resources of the Information environment is largely dependent on
the willingness of teaching staff to implement innovative pedagogical and information
technologies and work with students in IE.

Question of training faculty can be solved on the basis of properly designed training
system focused not so much on the study of specific technologies as on:

e Formation among the teachers methodical approach to the selection and usage in
their professional activities IE resources to achieve educationally meaningful results
in the context of ensuring the availability of educational materials, improving the
quality and effectiveness of the educational process

e Developing skills of the educational process with the use of IE resources and manag-
ing innovative educational projects

e Logical design and creation of ICT-oriented learning tools

While building a training system for teaching staff to use IE resources in educational
activities it is necessary to take into account the necessity:

e Modular structuring of content that reflects the technological and didactic possibili-
ties of the usage of specific resources IE

e Malancing and harmonizing individual content modules training program for teach-
ers

In the process of training teachers act as students (http://lilia.moyblog.net/category/)
and this allows to simulate educational situations, identify problems and use of IE com-
ponents to create training courses of new sample
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(http://moodle . kmpu.edu.ua/dn/course/view.php?id=144&notifyeditingon=1). Topics of
workshops:

o Institutional repository and its role in the creation of electronic educational and re-
searching environment of the University

Platform of e-learning Moodle

Safe work in the Internet

Creating of modern ontology on a base of wiki-portals

Role of ICT in usage of formative assessment

Usage of Web 2.0 for the students individual work

Blogs and their usage patterns in the educational process

Podcasts usage in educational process

Role of ICT in the organization of cooperation and communication

Creation of Information environment will provide flexible formation of educational
and methodical complexes according to the different models of learning, make teaching
materials cheaper and more accessible, improve learning efficiency by providing shar-
ing of experiences and a variety of educational materials between students and teachers.
Organization of educational and research activities in the Informational environment
determine what skills a student should possess, namely:

e Access to information data and resources — the ability to search, collect and store
information data

e Management of information data resources — the ability to choose existing resources
for categorizing and structuring information data

o Critical evaluation of information data and resources — the ability to make judgments
about the data quality, importance, usefulness or effectiveness as well as the reliabil-
ity, specific and address orientation

¢ Creation of information data - the ability to interpret and present data, generate data
and knowledge

e Exchange of information data — the ability to transmit information data by means of
information environment in a proper way

Acquiring of the mentioned skills and abilities is developed in the process of inde-
pendent activity of students, such as the preparation and defense of Master’s Thesis.
The wiki-portal EcoAgroWiki is chosen as a technological platform of the informa-
tional support for Master’s educational activity. Considering the functionality of wiki
technology article authors managed to organize a community of masters, teachers, aca-
demic advisors practice (see Table 1). In order to simplify page layout on the EcoA-
groWiki portal according to the standard IMS ePortfolio Information Model
(http://www.imsglobal.org/ep/epv1p0/imsep_bestv1p0.html), it was designed templates
of teachers and students portfolio. The results of network cooperation of its members is
collections of useful links, digital electronic resources, target selection and description
of the use of modern software tools, organization of project activities and collaboration,
system of effective communication, consultation and expert evaluation.
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Table 1. Subject of seminars series “Presenting of Masters’ scientific researches’ results using
IcT”

Annotation Resources

Topic 1. Electronic publishing

Scientometrical bases (EBSCO). http://web.ebscohost.com/ehos
FAO- resources: AGORA. t/search

http://www._fao.org/index_en.h
t™m

Topic 2. Institutional repository
Institutional repository of NUBIP of Ukraine. http://elibrary.nubip.edu.ua
OALI harvester of Ukraine. http://oai .org.ua

International repository.

http://arxiv.org/

Topic 3. Bibliography
Resources description variants. http://agrowiki.nubip.edu.ua/
Personal bibliographic managers. wikiZindex.php/Zotero

Topic 4. Research results publication in the Internet

Google documents, blogs, forums, conferences. | http://apctt.blogspot.com
Topic 5. Cooperation organization

Google groups. Wiki-portal. http://agrowiki .nubip.edu.ua
University portal. LMS. http://it.nubip.edu.ua/
http://nubip.edu.ua

3 Experience of Resources of the Open Information
Environment’s Usage by Students and Teachers

The real impact of the Open Informational environment into educational activities or-
ganization of the university was determined by on-line poll on wiki portal EcoA-
groWiki and on-site discussions of the educational process. Master’s programme stu-
dents of the NUBIP of Ukraine faculty of Computer Sciences and of the faculty of
Ecology took part in the poll.

Before series of seminars authors examined the attitude of students towards imple-
mentation of the Information environment resources in teaching and research activities.
The vast majority of students (189 of 200 respondents) believe that creation of Open
Information environment significantly enhance the information support of education
activities. However, 60% masters in computer sciences (hereinafter referred to as
Group 1) and 20% of ecologists (hereinafter referred to as Group 2) consider effective
the use of e-learning courses developed on the platform LMS Moodle, 50% of Group 1
and 30% of Group 2 use the institutional repository for viewing topics and presenta-
tions of Masters’ Thesis of previous years. The question with which search engines are
students required information, including these with a scientific character, the over-
whelming number of respondents named Google, and to save search results 70% of
Group 1 and 50% of Group 2 use personal folders and file cards on personal computers.
As of communication between students, most of them called social networks, and as of
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communication with teachers (Academic Advisors) — personal correspondence via e-
mail.

There are three the most important students’ opinion, directions of the Information
environment use. Students argued their choices from the position of information liter-
acy [6]. 80% of Group 2 and 60% of Group | noted acquiring skills for analyzing the
obtained data, sites, resources actively and productively; planning and managing their
studying; establishing effective communication and cooperation; solving problems
together, selecting the most effective resources and technologies to solve specific tasks.

Interviewed teachers (42 educational research worker of NUBiP of Ukraine) noted
the stiffening of Masters’ Thesis, especially in a part of analysis of research problem
development, usage of modern resources, in particular materials of open scientific jour-
nals and bibliography description. In addition, Academic Advisors, who have joined the
experiment, noted the increase of their own computer literacy through the usage of
scientific communication means and cooperation in the process of joined work together
with students. And creation of teachers’ portfolio also make for promoting University
activities, searching for partners in joint projects etc.

4 Conclusions

Experience of Information environment creation and usage of its resources in the Kyiv
Borys Hrinchenko University and NUBIP of Ukraine suggests the following arguments
in favor of the proposed model: individualization and personalization of the academic
activity, quality, flexibility, ability to meet the educational requirements, timeliness,
self and mutual control, cooperation. Open Information environment have to be built as
a system of functionally and structurally interconnected information and technological
elements, skillful usage of which allows a teacher in practice solve didactic tasks on the
technological basis with a guaranteed quality in the age of education informatization.

Information environment creation at the level of educational institution leads to that
educational materials and services will be available to every subject of the educational
process. As a result, conditions for equal access to a quality education will be formed —
an opportunity for everyone to learn at any place and at any time become a reality.
Under these conditions, the Information environment is potentially unlimited as to the
available quantitative and qualitative number of educational resources (can be used in
the education process), number of users (can use its resources and technologies) and
number of subjects of educational activities that can work together for solving educa-
tional tasks.
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1 Introduction

The term “massive open online course” (MOOC) was introduced by Dave Cormier in
George Siemens’s distance course “Connectivism and Connective Knowledge” in
2008 and 2010 (http://connect.downes.ca/). This course was devoted to the problems
of a new learning theory — connectivism, according to which learning is the process of
creating a network (more than 2200 people studied). Units of such a network are ex-
ternal entities (people, organizations, libraries, websites, books, journals, databases, or
any other sources of information). The act of learning implies the creation of the ex-
ternal network units. Over the last few years several dozens of open online courses
have been conducted. Those courses are based on the new approach named “connec-
tivism” and therefore abbreviated as cMOOC. c¢cMOOC is characterized [1] by a
structured network, the use of daily bulletin, a big amount of information material, the
social approach to teaching. cMOOC enables people to cluster around the central
core.

In cMOOC the teacher plays a lot of roles [2]: he is an amplifier, tutor, he directs
and socially manages creation of meanings, he filters, models and is always present.

The student’s success in cMOOC is provided by his ability to navigate the net-
work, the formed personal learning environment (PLE) and personal learning network
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(PLN) as well as his personal goals. Personality development and personal learning
play a central part in in cMOOC[1].

Experts believe that cMOOC [3] is suitable for effective independent learners, who
have learned to select content. The reduced participation can be neither good nor bad.
MOOC can be most effective as a form of continuous education and perfecting skills.

2 Analysis of cMOOC of National Technical University
“Kharkiv Polytechnic Institute”

The courses are free of the traditional content. For each week is given an extended
abstract and a set of links to various materials on the subject. A brief analysis of the
topic is on the webinar, position of experts considered the on the guest webinar.
Before the start of the course students are given instructions about the features of a
connective course. Notes the desirability of selectively view recommended materials,
preparation of remixes, posting material online and active participation in the discus-
sion.

2.1 Distance Course '"Strategy of e-learning Development in the
Organization"

The open distance course "Strategy of e-learning development in the organization"
lasted 6 weeks in February - April 2011 [4].

The main objective of this course was to show the possible uses of e-learning in the
organization and to assist in the development of strategy of learning that takes into
account the overall strategy of the organization; to learn the designing of the learning
process in the open distance course, to assess readiness of the Russian-speaking audi-
ence to study in the new environment.

The target audience comprises teachers, post-graduate students, heads of educa-
tional departments from various organizations. The participants are expected to have
skills of working in Internet, social networks and means of web communication (syn-
chronous and asynchronous) for realizing communication, collaboration and exchange
of information.

45 persons were registered for the course, pages of the course were visited by more
than100 people, 12 people passed the final survey. The questionnaire was completed
by the same number of participants from the academic and corporate sectors with
experience in educational work of more than 5 years (83%) and the experience of
distance learning of more than 3 years (67%).

3 participants couldn’t formulate their goal of taking this course, the rest of the par-
ticipants (8 people) had the goal of getting acquainted with the features of open dis-
tance learning course and new social services.

The main activity of the participants could be traced by a mailing list (about 200
messages, half of them were sent during the first two weeks of classes, then the activ-
ity decreased); in Moodle only the forum of dating worked, all other invitations to
discussions were not supported. Based on the materials of the course, two participants
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created blogs. Generally, the group worked passively — its members read the proposed
materials, did not disclose their sources, did not give their points of view on specific
topics of the course.

There have been conducted six weekly, introductory and final webinars which
were attended by about 10 participants each. All webinars were conducted in the envi-
ronment of WIZIQ, one of them — in a virtual world “VAcademy”, where the partici-
pants got acquainted with virtual environment possibilities. Besides, 3 guest webinars
also took place.

The experience of giving such course shows that the open course for CIS audience
is a new and not always obvious concept, the great amount of instructional material
and absence of clearly stated ideas cause great difficulties for participants. The limited
set of social services, disrespect and misunderstanding of Twitter summons problems
when tracing tutors’ and their colleagues’ work. Apart from it, the author thinks that
the topic of the course was rather challenging for the learners. The fact that the per-
sonal instructional environment is not formed was the reason of problems arising
during the learning process [4].

2.2  Distance Course “Social Service in Distance Teaching”

An open distance course “Social Services in Distance Course” [5] was held from May
23 to July 3, 2011 [6]. For this course Wiki, Mailing List, Twitter, DIIGO, learners’
blogs and aggregator netvibes.com were used.

This study examined the hypothesis that introductory webinars on forming per-
sonal learning environment (PLE) and the Workshop will increase the activity of
students and material will be drafted for discussion by the full-time session. Besides,
the introductory webinars were supposed to be held by a group of tutors.

Since the beginning of subscribing to the course active attendance of the course
and surfing the pages started. By the moment classes began 43 people had been sub-
scribed. At the beginning of the course we could observe the maximum of visits and
browsing. Then the attendance was gradually decreasing. It should be noted that the
number of visitors (Ukraine — 64%, Russia — 23%, the USA — 9%, Belorussia — 4%)
was twice as big as the number of those registered.

30 people passed entrance questioning, 83% of them are university lecturers, the
others are from the corporate sector; 74% of people have teaching experience of more
than 5 years, 80% are experienced in making distance courses; 57% are experienced
in tutor’s work; 37% use mobile phones to access the Internet.

It is essential that personal learning environment of the course’s participants is
poorly formed, only 10-20% of participants use most services which is not helpful in
communication.

Most of the participants stated the aim of the training as a necessity to master the
new social services and outline the new approaches to distance training on their base.

On completing the course 10 participants took part in the questioning. On average
the learners spent 6-8 hours a week.
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2.3 Distance Course “Distance Course from A to Z”

The open distance course “Distance Course from A to Z” includes two parts. The first
part which was held from December 5, 2011 to January 22, 2012 was devoted to the
tendencies of creating the system of distance training at the current stage of Internet
development. In the second part - the distance course design methods and the distance
learning process.

The main objective of the course is to analyze the level of distance training devel-
opment in Ukraine on the base of webinars held in May-October 2011 [7], consider
the tendencies of distance training development abroad and outline the requirements
to the modern system of distance training.

The course is based on the blogs and articles published 2-3 months before the
course started. Such references show modern tendencies in the distance learning sys-
tem mainly abroad. To shape the references Twitter was used.

Before the course started the following webinars were held: “Social Services in
Teaching Process”, “Twitter”, “Personal Learning Environment”. Their task was to
help the learners acquire the skills of using social services during the course.

The total number of those registered in the course is 31. According to Google
Analitics the course was attended by 430 people from 29 countries of the world, 117
cities. Among them: from Ukraine — 76%, Russia — 13%, Belorussia — 5%. On aver-
age there were 30 people a day. Surfing the weekly pages ranges from 550 to 200.
During the course 12 people wrote 68 blogs, 85 messages were left in the course.
More than 80% of participants have teaching experience of more than 5 years, 68% of
them — more than 10 years. The experience in distance course usage is from 1 to 10
years.

22 participants answered the question of the final questionnaire. They are experi-
enced teachers with 10-year experience of pedagogical work and 5-year experience of
distance training, half of them worked near 3 hours in the course (3 persons worked
more than 8 hours). During the course most of the participants stated their aims,
which can be generally outlined as follows: to obtain and systematize the ideas of
modern distance training and other universities’ experience.

Answering the question about the novelty of the distance course all participants
mentioned such services as Twitter, DIIGO, Creative Commons licences, personal
learning environment, open learning resources and open distance courses, new ap-
proaches in distance education.

The participants of the course liked the system approach to the problem, the format
of the course, unobtrusive and not strict management, great number of various infor-
mation resources, possibility to work with information and new services in a suitable
time, openness of communication, active information and experience sharing, the
potential efficiency of the course, as under certain conditions the mechanism of self-
reproduction of the course can be launched, that is, it will start working without visi-
ble participation of the organizers.

The learners noted the challenges of the open distance course, such as mastering
new tools, personal aim of the study (dynamic and not always concrete), work with
great volume of unstructured information in foreign languages.
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The participants’ work and their impressions of the training process of Mass Open
Distance Course were considered at the Xth International Seminar “Modern Peda-
gogical Technologies in Education” which took place on January 31 — February 2,
2012 [8]. One of the suggestions was to organize the groups by interests.

It should be noted that the attendance of courses did not stop after they were offi-
cially closed in April 2012.

On the whole during the year the course was attended by 2492 users, most of them
live in Ukraine (Kharkiv, Kyiv, Odessa) — 60%, Russia (Yaroslavl, Moscow, Yekater-
inburg) — 20%, and Kazakhstan (3%).

2.4  Distance Course “’E-learning Design”

In 2012-2013 academic year the Research Laboratory of Distance Learning made an
attempt to hold a combined MOOC course "E-learning Design”, which consists of a
course for beginners (xMOOC constructivism approach) and that for heads of dis-
tance learning centers of an organization (¢cMOOC connectivism approach). The free
program of the course includes three modules: “Basics of Distant Learning" (6- week
long), "Technology of the Development of Distance Learning Course" (12-week long)
and "Practicum for Tutors" (6- week long).

The objective of the course is to improve and standardize the level of teacher train-
ing in distant learning for colleges and universities in Ukraine.

Experienced professionals (managers) of distance learning take the course, built on
the connectivism principle, in order to organize education for distance learning course
developers in their organizations. The educational process of the course encourages
the exchange of experiences among the students, improving the quality of the course.
Students plan the training for distant-learning course developers either independently
or making use of the proposed distance course for beginners. The overall goal of this
course is to improve the efficiency of training for distance learning course developers.
To participate in this course, you should be able to use social services (twitter, RSS,
netvibes, paper.li, scoop.it and others) and log in the open course [9].

The second course, built on the principles of constructivism, is where beginners
learn to create their own distance courses. The tutor provides general management of
the educational process, the leaders of distance learning centers may act as local tutors
for their teachers. If desired, these students can take part in the first distance learning
courses as well.

As many as 90 individuals from the academic (91%) and corporate (9%) sectors,
with distance learning (45%) and tutor (46%) experiences logged in the course. Most
of the students (64%) have professional experience of over 5 years. Most students
(43%) spent over 5 hours each week working on the course, 3-5 hours per week
(31%), with the rest spending less than three hours weekly (25%).

The intention of the students involved were focused mainly on observation of
course events (80%), participation in discussions (75%), establishing new contacts
(72%), creating a distance course (68%).
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After the first distance-learning course "Basics of Distance Learning" the open
connective part of the Wiki course was closed because of student low activeness
while the course participants were active in making their assignments.

The second part of the course "The Development of Distance Learning Course
Technologies" envisaged the involvement of groups of distance courses developers
from various universities together with their instructors. However, only the teaching
staff of Kharkiv National Pharmaceutical University accepted the invitation. During
the educational process, they were very active in various forums, helped each other
and created distance learning courses.

Among 61% of the logged-in students involved in the training, 40% worked ac-
tively, yet only 11% (9 people) complied with the course program.

Apart from creating distance courses, the students filled out workbooks (5 tasks,
performed by 29...12 participants), questionnaires (6 tasks, done by 34...12 partici-
pants), did two tests (32 and 27 participants), and discussed various issues in 10 fo-
rums. More than 5 hours per week were spent to work on the course by 43% of stu-
dents, from 3 to 5 hours a week — by 31% and 25% - less than 3 hours a week.

3 c¢cMOOC Design

The courses held allowed recommendations on the ways to design cMOOC for Rus-
sian-speaking audiences. It should be noted that currently the MOOC design is being
focused on technical aspects, i.e. the choice of content media placement, communica-
tion, aggregators and other services. Stephen Downes [10] has given some recom-
mendations for cMOOC design.

MOOC design is supposed to use the ADDIE (Analyzing, Designing, Developing,
Implementing, Evaluating). This approach is an adaptation of the design methods of
technical facilities for the pedagogy.

3.1  Analysis

cMOOC features uncertain audience and a variety of learners’ purposes. Therefore
themes of a distance course are determined by the author of the course, or, which is
preferable, by the author and his/her team.

The themes must be relevant, contemporary, and a lot of unstructured information
should be generated in the selected area. A theme is the best choice if it is the object
of author’s research. In this case, the author can formulate his/her research aims, this
leading to the program of the course.

The main problem at this stage is a small audience and its inactiveness, poor PLE.
Most often, students are targeted at getting acquainted with some information and
establishing new contacts. A course participant must have essential implicit knowl-
edge on the theme of the course, technical skills to work with social services and time
management tools.
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3.2  Design

After completing the course program, the duration of the course should be deter-
mined. The course duration is desirable not to exceed the time period of 6-8 weeks as
students find it difficult to concentrate for longer periods. The next step is to draw up
draft descriptions for sections of the course.

A most critical step is to select informative materials. To do that, the author of the
course should possess the content curator skills. In this case, a vast number of links on
Twitter to various information resources treated as blogs, e-magazines like scoop.it
and much more are made available by the time the course is ready, which is among
the content curator’s function.

The most recent links to informative materials should be selected; and it is desir-
able to choose the number of links on the topic that are above Dunbar’s number in
order to organize selective information processing for students. Dunbar's number is a
cognitive limit to the number of people with whom one can maintain steady social
relationships (100 - 230, 150 selected) [11]. With a small number of links, students
psychologically tend to seek reading all materials.

After selecting the informative materials it is advantageous to write a brief abstract
for each link, e.g. to use the tools cruxlight.com, and sort them out according to areas
so as to make students’ work easier.

3.3 Development

Now comes the time for a summary for all practical hours, with problem-setting and
specifying various tasks for students. A list of recommended student activities is de-
sirable, e.g. to make about 10 retweets, write 2-3 blogs with a review of some sources
etc. The course should contain a variety of recommendations and references for those
who have little experience of using social services.

It is also necessary to develop entry and graduation questionnaires. Weekly ques-
tionnaires are recommended to include questions:

e Which materials were of interest? Why (not)?
e What was new and interesting in the webinar?
e Which can be considered an alternative blog?

Students can choose between filling out the questionnaires and writing a blog (re-
mix, reflection).

The next step is to select guest lecturers for each week. They can be author’s col-
leagues or involved students who are leading experts in some aspects of the course.

3.4 Implementation

MOOC should be conducted by a team of tutors. Their roles may be different. For
example, they can share functions determined by the main author of the course. The
tutors can be independent, each of them preparing their own materials for the course
and giving his/her opinions during webinars without prior consultations. The most
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important thing is that teams of tutors work very actively thus setting the work pace
for the audience.

Before the MOOC starts, it is advisable to hold 1-2 webinars telling about the tools
employed, especially twitter, evernote, mailing lists, blogs, and use of translators.
This could be helpful for students to get prepared for the educational process.

The process of designing a distance course is an iterative process of creating a fun-
damentally new service. It requires studying other authors’ experiences, new social
services, continuous work with new information related to course themes.

4 Resume

The experience shows that it is very difficult to introduce cMOOCsSs in education and
distance learning in the CIS. This could be due to the choice of themes for courses,
low activeness of the pedagogical community, a small number of social services used.
For example, Twitter is not very popular in the educational community. At the same
time, four courses held led to formation of a community of as many as 30...40 mem-
bers who actively participate in all cMOOCs organized not only in the CIS.

Low activeness of cMOOC participants does not allow implementing the principles
of connectivism. Therefore, open courses are first needed on the use of social services
in education, followed by training content curators. Furthermore, specific features of
CIS audience must be considered when designing cMOOQOC:s.
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Abstract. Last decade is characterized by the tendencies of the modern higher
school development. This is based on the informatization of education. In this
work, basing on didactics of higher school pedagogy a system of psychological
and pedagogical characteristics for higher school teachers was created. Psycho-
logical, educational requirements for professional competence of university
teachers are based on components of pedagogical skills of teachers of higher
education institutions and absorb almost all of its functions, duties and skills,
but increased usage of ICT determines the specification of the classification
system of psychological and educational requirements for information and
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1 Introduction

In the conditions of the pedagogical paradigm updating, emergence and distribution
of network technologies, and consequently, enrichment of personality aspects of
modern teacher preparation in higher school, a large value is acquired by interpreta-
tion of the teacher's professional competence concept.

The problem explored by us in this article is concerned with how the informatiza-
tion of education influences the requirements for professional competence of teaching
at universities.

During the recent years, in Ukraine ICT development has been defined as one of
the priorities. In 2007 the Parliament passed the Law "About the Basic Principles of
information Society’s development in Ukraine in 2007-2015" (Ne 537-V of
9.01.2007), pursuant to the Action Plan has also been adopted. Both documents were
designed to promote the development of information society and the introduction of
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information technology as apriority direction of the state policy. The need for further
development and implementation of ICT is confirmed, also, by a number of national
documents, such as the Draft of National Education Strategy in Ukraine for 2012-
2021 years CMU (Meeting of 11.09.2012), the Laws of Ukraine "About the concep-
tion of the national programme of informatization" (Ne 75/98-VR of 04.02.1998) with
amendments introduced according to the laws N 3421-IV (3421-15) of 09.02.2006,
VVR, 2006, N 22, article 199, N 3610-VI (3610-17) of 07.07.2011).

Unfortunately, these intentions, mostly in the present time, are remaining on an
embryonic stage, that is reflected in the low Ukrainian ratings of competitiveness and
network readiness.

Implementation of informatization at the universities hasn’t been explored fully
yet. This topic opens up many opportunities for further studying and investigation:
implementation of educational programs, websites, the use of network services, an
invention of new forms, ways, exploring of university teachers potential at the new
open education environments. Writing this article we set the following goals: explor-
ing of the university teachers’ professional competence; the definition and justifica-
tion of psychological and educational requirements for information and communica-
tion competency of University teacher.

2 The Main Part of Our Research

In recent years, the term "tutor" became well-known, it gained a considerable popular-
ity in higher education, giving ground in frequency of use only to the term "teacher".
These notions are almost synonymous, which could cause some dubieties about the
necessity of introducing the new foreign term. But, in fact, the token tutor expands the
notion teacher, especially in the context of the gradual integration of Ukraine into the
European educational space.

S. Goncharenko [4] notes that the term tutor (English tutor from Latin tueor, to ob-
serve, to care) — is a teacher-mentor in British "public schools", high forms of gram-
mar schools and teachers colleges [4].

In modern educational paradigm, regardless of the learning forms, the principle
about the student’s importance was established, that fact illustrates a student as a
dominant. According to this fact, teachers act as assistants, as friend, as mentor, who
supports students in getting education. With the rapid growth of informational and
communicational component of the educational process, particularly in the context of
the implementation of distance studying, it is difficult to imagine a teacher, who just
transmits the information to the listener, even if it is a video lecture. Teachers need to
be a coordinator, facilitator, who "synthesizes and accompanying student’s resources"
[6], which has much bigger freedom of the choice (educational content, time, place,
methods of education), compared with the traditional student.

We support the aspects of the network training’s specific which is - pointed out in
V.M. Kukharenko’s and V.Y. Bykov’s studios [5], which claim that the teacher-tutor
should focus on his practice, doing his classes for the listener of the e-learning course.
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However, working in the field of distance studying, the teacher communicates with
the diverse contingent.

Each person is a personality, according to some needs, abilities and opportunities.
That is why the teacher’s task is to choose the best way of the studying process. They
have to coordinate their activities (growth, educational content, methods, tools) with
options of the audience potential or take responsibility for themselves, creating a new
pace of studying. Also they should to select, a group of listeners who exactly over-
take the course (it is not the fact that all students will be able to take this rate).

As the research is based on the condition, that the teachers of the higher educa-
tional institutions are studied for the implementation of the e-studying course, so we
agree with S.S. Vitvytskaya’s supposition [3] that teachers have to learn to perform
the following functions: organizational (the head, the leader in the maze of the knowl-
edge and skills); informational (the carrier of the last information); transformational
(transformation the socially meaningful content of the knowledge to the act of the
personal knowledge); orientational and regulative (the teacher’s structure of the
knowledge determines the structure of the student knowledge); catalytic (transforma-
tion the object of the education into the subject).

The teacher, who is not at the top level mastering pedagogy of higher education, it
is difficult, in our view, to prepare for the implementation of distance learning in
higher education.

According to A.I. Kuzmynskyi [7], the higher school teachers have some compe-
tence (the high professional competence, pedagogical competence, social and eco-
nomic competences, communicative competence), have a high level of general culture
and, also we can highlight especially important, in our mind, for the introduction of
ICT competencies the functional responsibilities the universities’ teachers, in particu-
lar. All these ingredients along with the pedagogical skills (except some components
of the educational technology), outlined in the A.l. Kuzminskoho’s works [7], form
the basis of psycho-pedagogical portrait of the teacher, and transforming the system
MDs we will get in the future - a distance studying tutor or teacher, who has informa-
tion and communication competences, who is ready to work upon condition of a new
paradigm of education. In particular the pedagogical skills include: moral and spiri-
tual qualities, professional knowledge, social and pedagogical qualities, psychological
and pedagogical skills, pedagogical technique.

Russian authors, as G. Adrionova [1], M.V. Vislobokova [11], V.P. Verzhbytskyy
[2] say that the traditional teacher and teacher of the e-studying - are mutually differ-
ent personalities with the different characteristics. We disagree with this opinion,
because with the help of the teaching skills of higher school teachers (as one of the
key characteristics of the higher school teacher) it was possible to form the teacher -
oriented on the using of new teaching technologies, including ICT. The fact that many
characteristics are really opposite, because they depend on the tasks set for the teacher
and the student.

The most part of the scholars and teachers asserts [8, 9]: teacher — is a basis of the
educational process, the most important component, that organizes the e-studying
process and ensures its quality. V.M. Kukharenko [5] emphasizes the role of the tutor
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in the e-studying system: "Any course requires the tutor, but a good course - requires

skillful tutor".

Distance studying technologies that are introduced at the time of the rapid devel-
opment of interactive technologies, absorb current dominant of educational paradigm:
the activities of the teacher-tutor designed to organizing, promoting and supporting of
the students’ independent learning activities at the distance learning courses, which
has the development of creativity as a basis, developing of searching abilities, analyz-
ing and organizing information and rendition on the basis of the the right decisions’
findings. In our opinion, to develop the creative abilities of the listeners can only the
teacher, who also is a creative person.

In the context of the above statement is A.M. Eagle’s saying [10] that the tutor — is
a teacher of the high level, who is able to interact with the audience, producing new
relaxed and fun lessons for all the. The researcher says that the tutor doesn’t have to
teach the audience, he has to maintain him as long as the student takes sufficient in-
dependence and competence.

The proof of this distribution is the work of the authors from the Problem Labora-
tory NAM NTU "KPI" [5], where the experience of the foreign researchers [12,13] is
adapted to the Ukrainian Distance Learning System and where is outlined some tu-
tor’s responsibilities, according to two stages (development of the course and organi-
zation of the educational process). We have to note that in this case the tutor can be a
user of already created e-studying course.

So systematizing the lined material, taking it as a basis, based on the generally ac-
cepted didactic principles, which are clearly defined in the A.I. Kuzminskiy’s work
[7], form the system of psychological and educational requirements for informational
and communicational competences of the university’s teacher.

Informational and communicational skills include the following components:

e To have at least one information-educational environment

e To know the range of services provided by the environment and technology of the
handling these services;

¢ To know the basic principles of the telecommunication systems

e To know the specifics of the webinar, audio, video- teleconferencing, chats and
forums;

e To know the rules of conducting (etiquette) during the interactive dialogue

e To know the specifics of working within formational resources (databases, infor-
mation services)

e To be able to use the communication capabilities of computer’ networks to organ-
ize fruitful communication between the participants of the educational process

e To make the organization and conducting of the telecommunication project

e To own and use network services in a professional activity

Didactic skills:

e To create and shape the course material for students of e-learning courses with the
optimal (understandable, accessible, scientific) laying out the information to ensure
personal, effective and independent from the listener’s time and his working place

e To implement psycho-pedagogical monitoring (previous, current, interim, final)



The Role of Informatization in the Change of Higher School Tasks ... 285

To manage the independent educational and cognitive activity of the students, to
develop intellectual capabilities and to form the motives of the education

To teach students the efficient and effective methods of independent activity in the
educational process

Constructive skills:

To integrate and combine full-time, part-time, external and distance learning

To create e-learning and /or correct an existing course, according to the educational
process requirements

To adopt the effective types and forms of participants’ activity of the e-
studying/network educational process

To make the selection of the methods and means of education

To have the skills of the informational navigation

To plan the perspective stages for the management of the students group (small
group)

To organize using the distance learning technologies of the individually-oriented
approach to the audience

Organizational skills:

To balance the demands of discipline with the students’ needs

To demonstrate to the listeners their personal potentialities concerning to the pro-
vided educational information

To carry out a systematic discussion about the students needs for continuous im-
provement of the distance learning process

To provide the necessary support and assistance to the ENK students;

To organize and conduct network role games

To organize and manage the students’ activity, in a small group, to create the opti-
mal conditions for the development of their independence and competence and
provide pedagogically effective activity of the listeners

To organize the participants’ meetings of thee-studying process

Cognitive skills:

To study physical, psychological and social components of special features of lis-
teners’ individual development, their needs, social self-determination etc.

To analyze individual styles cognitive-educational activity of listeners

To involve modern pedagogical (tutor) experience (learning in cooperation, small
groups method, project method, different-level education, forming evaluation, re-
search, explore methods etc) and creatively apply it in own tutor practice

To master new scientific information in the subject field, methods of teaching and
use rationally in scientific-pedagogical work

To search for facts that stimulate activation of the cognitive activity of students in
informational and educational environment and apply them

To generate new ideas and perspectives of tutor and student activities and apply
modern technologies, forms and methods of distance learning

e Communicative skills:
e To determine the feasibility of the relationship between subjects of educational

process
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e To coordinate interpersonal relationship between the students in the group or be-
tween students in small groups

e To prevent conflict situations that may arise in the process of e-studying, resolve
them

e To apply collective activity, cooperate, determine common strategy of activity and
prove its relevance, be able to admit own mistakes
Make simple, easy and tolerant communication with any age, social and ethnic

categories of students.
Perceptive skills:

e To understand (by the look of students) incentives of activations of students’ activ-
ity in information-educational environment and be able to apply such knowledge

e To be concerned with the inner world of the audience, understand their mental
state. Observe special features of the independent activity of the student in an In-
formation-educational environment during e-studying process.

e To improve directly the technology, information saturation, activity, depending on
the needs of the group (the audience)
Suggestive skills:

e To master a method of forming a systematic and critical thinking

e To form reflection in students as a mean of evaluating their activities with the pur-
pose of further improvement

e To affect (emotional and volitional aspect) students with forms, methods and
means of e-studying to create in them a certain mental state, prompting them to
definite actions
Applied skills:

e To possess additional hardware, software, psychological educational equipment

e To create Web Pages, publications, websites, blogs, wiki, etc.

e To have skills to program in specialized environments

Skills in psycho-technical sphere: knowingly and properly use acquisitions from psy-
chology in field of applying network services.

3 Conclusion and Future Work

Psychological, educational requirements for professional competence of university
teachers are based on components of pedagogical skills of teachers of higher educa-
tion institutions and absorb almost all of its functions, duties and skills, but increased
usage of ICT determines the specification of the classification system of psychologi-
cal and educational requirements for information and communication competence of
the university teacher.

According to the results, which we obtained during the research, we can outline
some basic theoretical and empirical achievements of the author in the context of the
study objectives:

Professional competence of teachers of higher education on condition of higher
education tasks’ changes and transition to the society of knowledge were outlined.

System of psycho-pedagogical requirements for information and communication
competence of university lecturer was formed and explored. The system consists of a
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list of skills: informative-communicative, didactic, constitutive, managerial, cogni-
tive, communicative, perceptual, suggestive, applied and the skills of a psychotech-
nique sphere.

Prospects for further scientific research are seen in detailed usage of professional

competence of university teachers in practical activities, including the usage of net-
work services in teaching students of Humanitarian specialties.
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Abstract. This 90 minutes tutorial gives a basic introduction to the
UML Profile for MARTE (Modeling and Analysis of Real-Time and
Embedded systems) adopted by the Object Management Group. After
a brief introduction to the UML profiling mechanism, we give a broad
overview of the MARTE Profile. Then, the tutorial shall focus on the
time model of MARTE and its companion language CCSL (Clock Con-
straint Specification Language).
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1 Audience and focus

The targeted audience is academics or industrials interested in high-level mod-
eling with UML and its application to the analysis of real-time and embedded
systems.

The tutorial does not require any preliminary background as it will give a
high-level and broad description of the UML Profile as well as a closer focus on
its time model. To ensure that a large public can follow the presentation, we
should start by a brief overview of UML light-weight extension mechanism, the
so-called profiling mechanism.

2 Topic

The UML profile for Modeling and Analysis of Real-Time and Embedded sys-
tems, referred to as MARTE [1], has been adopted by the OMG in Novem-
ber 2009 and revised in June 2011. It extends the Unified Modeling Language
(UML) [2] with concepts required to model embedded systems.

This ninety minutes tutorial gives a basic introduction to the UML Profile
for MARTE. After a broad view of the Profile, the tutorial shall focus on the
time model of MARTE and its companion language CCSL (Clock Constraint
Specification Language).
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2.1 General Introduction to MARTE

Figure 1 shows the general structure of MARTE.

The General Component Modeling (GCM) and Repetitive Structure Mod-
eling (RSM) packages offer a support to capture the application functionality.
GCM defines basic concepts such as data flow ports, components and connec-
tors. RSM provides concepts for expressing repetitive structures and regular
interconnections. It is essential for the expression of parallelism, in both ap-
plication modeling and execution platform modeling; and for the allocation of
applications onto execution platforms.

Fig. 1. Structure of MARTE specification

MARTE foundations
« profile » « profile » « profile » « profile » « profile »
CoreElements NFP Time GRM Alloc
/ I
i -
MARTE design model I MARTE analysis model ‘ I
1 |
« profile » « profile » « profile »
GCM HLAM GQAM
« profile » « profile » « profile » « profile »
SRM HRM SAM PAM
MARTE annexes
« profile » « profile » « modelLibrary »
VSL RSM MARTE_Library

The Hardware Resource Modeling (HRM) package, which specializes the con-
cepts of GCM into hardware devices such as processor, memory or buses, allows
the modeling of the execution platforms in MARTE. The Allocation (Alloc)
package allows the modeling of the space-time allocation of application func-
tionality on an execution platform. Both the HRM and Alloc packages can be
used with the RSM package for a compact modeling of repetitive hardware (e.g.,
grids of processing elements) and data and computation distributions of a par-
allel application onto such a repetitive hardware.
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The models described with the previous packages can be refined with tempo-
ral properties specified within the Time package [3]. Such properties are typically
clock constraints denoting some activation rate constraints about considered
components. The concepts of the Time package are often used with the Clock
Constraint Specification Language (CCSL) [4, 5], which was initially introduced
as a non-normative annex of MARTE.

2.2 MARTE Time Model

In MARTE, a clock ¢ is a totally ordered set of instants, Z.. In the following, i
and j are instants. A time structure is a set of clocks C and a set of relations on
instants Z = | J ¢ Ze. CCSL considers two kinds of relations: causal and temporal
ones. The basic causal relation is causality/dependency, a binary relation on Z:
<CZ x7Z.i<jmeans i causes j or j depends on ¢. < is a pre-order on Z, i.e.,
it is reflexive and transitive. The basic temporal relations are precedence (<),
coincidence (=), and exclusion (#), three binary relations on Z. For any pair of
instants (¢,7) € Z x Z in a time structure, i < j means that the only acceptable
execution traces are those where i occurs strictly before j (i precedes j). < is
transitive and asymmetric (reflexive and antisymmetric). ¢ = j imposes instants
1 and j to be coincident, i.e., they must occur at the same execution step, both of
them or none of them. = is an equivalence relation, i.e., it is reflexive, symmetric
and transitive. ¢ # j forbids the coincidence of the two instants, i.e., they cannot
occur at the same execution step. # is irreflexive and symmetric. A consistency
rule is enforced between causal and temporal relations. i < j can be refined
either as ¢ < j or ¢ = j, but j can never precede 3.

In this paper, we consider discrete sets of instants only, so that the instants
of a clock can be indexed by natural numbers. For a clock ¢ € C, and for any
k € N*, c[k] denotes the k'" instant of c.

Specifying a full time structure using only instant relations is not realistic
since clocks are usually infinite sets of instants. Thus, an enumerative spec-
ification of instant relations is forbidden. The Clock Constraint Specification
Language (ccsL) defines a set of time patterns between clocks that apply to
infinitely many instant relations [4].

The UML Profile for MARTE proposes several specific stereotypes in the Time
chapter to capture CCSL specifications. Figure 2 briefly describes the three main
stereotypes. Boxes with the annotation «metaclassy» denote the UML concepts
on which our profile relies, so-called metaclasses. Boxes with stereotype are the
concepts introduced by MARTE, i.e., the stereotypes. Arrows with a filled head
represent extensions, whereas normal arrows indicate properties of the intro-
duced stereotypes. Clock extends UML Events to spot those events that can be
used as time bases to express temporal or logical properties. ClockConstraint
extends UML Constraints to make an explicit reference to the constrained clocks.
TimedProcessing extends Action to make explicit their start and finishing
events. When those events are clocks, then a ClockConstraint can constrain
the underlying action to start or finish its execution as defined in a CCSL speci-
fication.
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Time J
« stereotype » « metaclass »
TimedProcessing Action
start finish
« metaclass » « stereotype »
Event Clock
* constrainedClocks
« metaclass » « stereotype »
Constraint ClockConstraint

Fig. 2. Excerpt of the MARTE Time Profile

2.3 The Clock Constraint Specification Language

On top of MARTE clocks, the Clock Constraint Specification Language defines
a set of operators (relations and expressions) [4]. As an example, consider the
clock relation precedence (denoted ), a transitive asymmetric binary relation
on C: EC C x C. If left and right are two clocks, left right, read ‘left
precedes right’, specifies that the k' instant of clock left precedes the k"
instant of clock right, for all k. More formally: For a pair of clocks (left, right) €
CxC,left right means Vk € N* left[k] < right[k]. Similarly, let us consider
the transitive and reflexive binary relation on C called isSubclockOf and denoted
. left right (read left is a sub clock of right) means that for all k, the
instant left[k] of left coincides with exactly one instant of right. More formally:
left right means Yk € N*,3n € N*|left[k] = right[n]. The relation is
order-preserving. All the coincidence-based relations are based on isSubclockOYf.
When both left right and right left then we say that left and right
are synchronous: left[=] right.

A ccsL specification consists of clock declarations and conjunctions of clock
relations between clock expressions. A clock expression defines a set of new clocks
from existing ones, most expressions deterministically define one single clock. An
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example of clock expression is delay (denoted $: C x N* — C). ¢ $ n specifies
that a new clock is created and is the exact image of ¢ delayed for n instants:
0= c $ n defines a clock o € C such that Vk € N*, o[k] = c[k + n].

By combining primitive relations and expressions, we derive a very useful
clock relation that denotes a bounded precedence. left right is equivalent

to the conjunction of left right and right (left $ n). The special case,
when n is equal to 1 is called alternation and is denoted left right (reads
left alternates with right).

3 Conclusion

The UML Profile for MARTE is dedicated to the modeling and analysis of real-
time and embedded systems. Its time model relies on a notion of clock borrowed
from the synchronous languages [6] and their polychronous extensions [7]. Those
clocks can be logical or physical. The time model also provides a support to build
causal and temporal constraints to force the clocks to tick according to predefined
patterns. Thus, the evolution of the clocks imposes an execution semantics on
the underlying UML MARTE model. Whereas the MARTE time model provides the
notions of clocks and constraints, its companion language, the Clock Constraint
Specification Language provides a syntax to define the constraints themselves.
This brief tutorial introduces the main concepts of MARTE time model and gives
an overview of CCSL.
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Abstract. In this paper, we describe the structure and outline the content of a
short tutorial on Ontology Alignment. The tutorial is planned in three parts
within an overall timeframe of 90 minutes. Part 1 covers the fundamentals of
ontology alignment and offers basic definitions, problem statements and prob-
lem classification based on the span, dynamics, direction, and distribution set-
tings. This material is illustrated by: (i) using a walkthrough example of two
elementary ontologies in Bibliographics domain; and (ii) offering a deeper dis-
cussion of one of the exemplar problems of ontology alignment — ontology in-
stance migration — which has a practical utility for real world applications. The
second part presents a software solution for ontology instance migration prob-
lem. The solution is demonstrated on the pair of Bibliographic ontologies of our
walkthrough example. Part 3 puts ontology alignment in the context of several
categories of applications which are important for the industries and the knowl-
edge economy as a whole. The applications of ontology alignment in those
categories are overviewed and requirements to the solutions are extracted.

Keywords. Ontology, ontology alignment, knowledge-based application, agent,
argumentation, negotiation, information flow, ontology instance migration

Key terms. KnowledgeRepresentation, KnowledgeManagementMethodology,
KnowledgeManagementProcess, KnowledgeTechnology, ICTTool

1 Introduction

This paper outlines the tutorial on the basics and problems of Ontology Alignment.
The material is illustrated by our agent-based solution for ontology instance migration
problem — one of practically important sub-problems in ontology alignment. The de-
mand for applications of ontology alignment in real world applications is also pre-
sented. The tutorial, though given for the first time, is based in parts on our previous
tutorial on Agent-Based Ontology Alignment [1]. This tutorial differs from [1] in the
following: (i) it is broader in scope as covers not only agent-based approaches to align
ontologies; and (ii) it is more oriented to reviewing industrial applications of ontology
alignment and analyzing their requirements to the technology.
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1.1 Structure and Timeframe

Part 1 targets a broad audience of those who are interested in the problems of ontol-
ogy alignment in general and starts at a relatively basic level. It begins with informal
definition of ontology alignment and puts the problem into the context of the other
knowledge harmonization and integration problems. It further explains the motivation
to study the methods of ontology alignment. Further the basic formalisms for ontol-
ogy alignment are introduced and explained using an incremental approach. The ge-
neric ontology alignment problem is stated first and illustrated by the walkthrough
example. This generic problem statement is further refined by offering a classification
of the types of ontology alignment problems. A particular attention is paid to the on-
tology instance migration problem as a sub-problem of ontology alignment. The time
frame for the first part of the tutorial is 30 minutes'. A standard configuration of pres-
entation equipment is required: 1 beamer, 1 presentation screen, 1 microphone for the
presenter, 1 additional microphone for the questions from the audience.

Part 2 offers a more practical material as it is focused on the presentation of the
agent-based software solution for the ontology instance migration problem. The mate-
rial of this part covers the presentation of the: (i) solution architecture; (ii) methodol-
ogy shaping out the workflow; (iii) software demonstration that migrates instances
from one to the other ontology of our walkthrough example. The time frame for the
second part of the tutorial is also 30 minutes. Part 2 uses two independent presentation
channels: one for the tutor and the other for software demonstration. Therefore it re-
quires an enhanced configuration of presentation equipment: 2 beamers, 2 presenta-
tion screens, 2 microphones for the presenters, 1 additional microphone for the ques-
tions from the audience.

Part 3 is focused on the discussion of the importance of ontology alignment tech-
nology for real world applications. It starts with revisiting the motives to have this
technology in place and proves the necessity of having the solutions for several cate-
gories of ICT applications, particularly in information and knowledge processing. In
fact a review of applications, their specific requirements, and available solutions is
given in this concluding part of the tutorial to provide a holistic, cross-domain view
on the role of ontology alignment as a fundamental technology for today’s knowledge
economy. Similarly to parts 1 and 2, the time frame for part 3 of the tutorial is 30
minutes. Similarly to part 1, part 3 requires a standard set of presentation equipment.

The whole tutorial is therefore given in 90 minutes. A small break could be
planned after Part 2 if the audience wishes to do so for having some discussions or
posing in-depth questions. Though questions are allowed to be posed at any time, all
three parts are planned with 5-minute question and answer sessions at their ends.

' Timings are given approximately. Small deviations could occur depending on the number of
questions coming from the audience.
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1.2 A Walkthrough Problem and Example

An example problem of ontology alignment that is used throughout the tutorial for
detailed discussions is the ontology instance migration problem. The problem state-
ment for ontology instance migration is presented in Section 2. The approach and
software for solving this problem is demonstrated in Section 3. The applications that
require the migration of ontology instances are mentioned among those discussed in
Section 4.

Besides that, a very simple and artificial example of two different Bibl §0 ontolo-
gies is used for illustrations throughout the tutorial. The structural schemas and asser-
tional parts of these ontologies are provided in the support material at http://isrg.kit.
znu.edu.ua/a-boa/index.php/A-BOA_Walkthrough Problem and Example.

1.3 Support Materials, Discussions, and Contributions

For additional support materials a reader is advised to visit the A-BOA Wiki
(isrg.kit.znu.edu.ua/A-BOA/) which has been developed for our previous tutorial on
Agent-Based Ontology Alignment [1]. A-BOA Wiki is a Semantic MediaWiki based
collaborative platform and a resource providing teaching content and discussion func-
tionality.

1.4  Motivation to Study Ontology Alignment

The world around us is multi-faceted and polysemic in a sense that a model of the
world developed in the mind of an individual or by a social group may be different
from the model of the others. Knowledge-based systems reflect this fact in their
knowledge representations. However, we do many things across several facets or even
across subject domains. So, the knowledge representations of the corresponding facets
of knowledge representation have to be brought into a harmonized or aligned state to
enable proper communication, coordination or information processing.

Biblio ontologies give a simple example of such different facets, or knowledge
representations, for the same body of knowledge about conference papers. Imagine
that Bibl10-2 is the knowledge representation of a conference management system,
while Biblio-1 is the model for a paper repository used by a publisher for book
production. The descriptions of the papers that have been accepted for a conference
have to appear in the publisher’s paper repository. Similarly, the publisher’s informa-
tion about the page limits has to be given to the conference management system to
instruct the authors at proper time. Knowledge representations of Biblio-1 and
Bibli0-2 have therefore to be aligned for enabling seamless transformation and
transfer of individual records between these two distributed knowledge-based sys-
tems. The tutorial will teach how such alignments could be done and what the com-
plications in that activity are.

An attendee will learn that an alignment is essentially a result of applying a set of
formal transformations to a knowledge representation — to its structure and individual
assertions. An alignment allows interpreting knowledge that is external to the inter-
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preter in the same way it interprets its own knowledge schema and assertions. For
example, if an alignment of Bibl10-2 to Biblio-1 exists, the publisher, who is
the owner of Bibl10-1 may seamlessly import the assertions about the accepted
papers to its production repository. Similarly, an alignment of Biblio-1 to Bib-
110-2 is required by conference organizers to get the publisher’s information about
publication constraints like page limits.

In a summary, ontology alignment has to be a technology at hand for all those who
develop distributed constellations of knowledge-based systems that require collabora-
tion across the nodes. Building ontology alignments efficiently and effectively is also
important for the management and maintenance of such systems. Indeed, the fact that
you have developed a perfect ontology alignment for your system does not yet allow
you to retire. World changes and these changes are reflected in some facets of knowl-
edge representations sporadically and without informing the other nodes. Hence the
alignment activity has to be repeated in order to bring the whole system to a harmo-
nized state.

2 Basics and Problems of Ontology Alignment

This section of the tutorial presents the formal problem statement and classification of
ontology alignment problems, discusses one of the problem statements — for the on-
tology instance migration problem in more detail.

Following Euzenat and Shvaiko [2], an ontology is formally denoted as a tuple
0=(C,P,I.T.V.<,1,e=) where C is the set of concepts (or classes); P is the set of

properties (object and datatype properties); I is the set of individuals(or instances);
T is the set of datatypes; V is the set of values; < is a reflexive, anti-symmetric and
transitive relation on (CxC)u(PxP)u(TxT) called specialization, that form partial or-

derson C and P called concept hierarchy and property hierarchy respectively; L is
an irreflexive and symmetric relation on (CxC)u(PxP)U(TxT) called exclusion; € is a
relation over (1xC)u(vxp) called instantiation; = is a relation over xpx(ruy) called
assignment; (the sets C,P,I,T,V are pairwise disjoint). It is also assumed (c.f. [3]),
that an ontology O comprises its schema Sand the assertional part 4 (see also
Fig. 2):

0=(S,4;S=(C,P.T);A=(LV) (1)

Ontology schema is also referred to as a terminological component (TBox). It
contains the statements describing the concepts of O, the properties of those concepts,
and the axioms over the schema constituents. The set of individuals, also referred to
as an assertional component (ABox), is the set of the ground statements about the
individuals and their attribution to the schema — i.e. where these individuals belong.

Ontology matching is denoted as a process of discovering the correspondences (or
mappings) between the elements of different ontologies. A mapping (or a mapping
rule [2]) is a tuple m=(e,¢’,R,n), where: e,e’ are the elements of C,R,1,7,V of the
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respective ontologies O and O'; ®={c,c,=>,o} is a set of relations; and » is a
confidence value (typically in the range of [0,1]).

Finally, ontology alignment is denoted as the result of applying the discovered set
of mapping rules to the respective ontologies. A generic ontology matching process
and ontology alignment are described and pictured in more detail at http://isrg.kit.znu.
edu.ua/a-boa/index.php/Basic_Definitions_and Generic_Problem_Statement.

Based on the features of participating ontologies and the span of e,e’across
C,P,I,T,V -s of O and O’ a classification of the problems of finding ontology align-
ments could be outlined and formally stated. Graphical interpretation of some of these
problems is described in more detail at http://isrg.kit.znu.edu.ua/a-boa/index.php/
Classification_of Ontology Alignment Problems. The dimensions along which the
problems are classified are:

Complete (C), structural (S), or assertional (A) alignment

Static (S) versus dynamic (D) aligned ontologies

Bi-directional (B) versus uni-directional (U) alignment

Fully distributed (D) settings versus the presence of a central (C) referee ontology

A generic ontology alignment process may therefore be classified as a complete
static bi-directional alignment using central referee ontology (CSBC). Our walk-
through problem of ontology instance migration could be classified as assertional,
static, uni-directional, distributed (ASUD) ontology alignment problem.

Yet another important feature for classifying ontology alignment processes is the
presence of iterations for the refinement of alignments. All the processes discussed
above are one-shot. However, the resulting alignments may appear to be of insuffi-
cient quality after their evaluation. Iterative ontology alignment processes aim at im-
proving this shortcoming by incorporating the evaluation step and the refinement
cycle in the process — please refer to (http:/isrg.kit.znu.edu.ua/a-boa/index.php/
Classification of Ontology Alignment Problems) for a graphical illustration. Itera-
tive ontology instance migration process is discussed in more detail below. Our
agent-based software prototype toolset for solving this problem is presented in Sec-
tion 3.

One of the practically important ontology alignment problems, especially in fully
distributed and dynamic settings, is the problem of transferring the individuals of one
(source) ontology to the empty assertional part of the other (target) ontology [4].

Let us consider two arbitrary ontologies O° = (5%, 4%) and O’ =(S’, 4") conceptu-
alizing the semantics of the same universe of discourse U — for example O°and
O' are the two ontologies describing the same subject domain. U could be regarded as
a collection of ground facts: U ={f}. Essentially, O* and O’ are the interpretations of
U. These ontologies would be considered identical if and only if:

erUintlS (f)sint[, > 2)

where int;(f)is the interpretation of the fact f by the individuals from / of ontology
0.
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Consequently, an abstract metric of interpretation difference idiff (U,0°,0") could
be introduced. The value of idiff will be equal to zero for identical ontologies and will
increase monotonically to one with the increase of the number of f<U such
that —(int; (f)=int;, (/). Hence, idiff =1 iff W/ eU~(int . (f)=int , (/). (1-idiff )
may further be interpreted [4] as balanced F-measure.

Ontologies O° and O’ are structurally different if their schemas differ: S° =S’ . This

structural difference may be presented as a transformation T:S* — S’ . Transformation
T may be sought in the form of the set of nested transformation rules over the con-

stituents of S* resulting in the corresponding constituents of S* .

Let us assume now that, given two structurally different ontologies O* and O’ the
ABox of O contains individuals (7* # @), while the ABox of O'is empty (I’ =Q).
The problem of minimizing idiff (U,0¢,0") by: (i) taking the individuals from 7° ; (ii)
transforming them correspondingly to the structural difference between O* and O’ us-

ing T; and (iii) adding them to /* — is denoted as ontology instance migration prob-
lem.

Theoretically ontology instance migration problem can be solved in one shot. In
Therefore an iterative refinement of the solution could yield results with a lower re-
sulting idiff value. Hence, the problem has to be solved using an iterative ontology
alignment process. Essentially, an iterative solution of ontology instance migration

problem develops a sequence of O°states O in a way to minimize the
idiff (U,0°,0") in a way that:

ldlﬁ[(U>0§tl’Ot)<ldlf‘f(U50§tj ’Ol)_>i>j s (3)

where: Oj, is O’ in the state after accomplishing iteration 7; i, j are iteration numbers.

3 A Solution for Ontology Instance Migration Problem

This section demonstrates our agent-based solution for the ASUD ontology alignment
problem stated above as ontology instance migration problem. This problem has
been chosen as it possesses significant practical interest in real world applications, in
particular for Ontology Engineering and Management in distributed and dynamic
settings [4]. Instance migration in our solution is performed iteratively, so the align-
ment is refined from iteration to iteration.

Many influential publications, for example [5], envision that intelligent software
components, like agents, need to be used together with ontologies for making seman-
tic technologies accepted and effective in open and decentralized scenarios. For such
agent based solutions, comprising industrial applications, the heterogeneity problem is
the challenge that has to be faced. Ontology alignments are a means to solve the chal-
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lenge. From the other hand agents, being the recipients of ontology alignment solu-
tions, may help solving ontology alignment problems.

For a graphical illustration and more details of a simplified agent-based architec-
ture for solving a generic ontology alignment problem please refer to http:/isrg.
kit.znu.edu.ua/a-boa/index.php/Theoretical Foundations and Demonstration. The
architecture introduces the wrapper agents W and ' for ontologies Oand O’ respec-

tively. Agent R wraps the central referee ontology O and helps W and W' finding the

proper mappings using O” (a matchmaker function). W and W' produce their own
sets of mappings M and M’ in collaboration with each other (a fully distributed prob-
lem setting) or also in collaboration with R (the problem setting with a central referee
ontology). At the Apply Mappings step M and M'are autonomously applied by
W and W'to Oand O'. A problem in developing such an agent-based solution is how
do the agents collaborate and develop these mappings.

The presented solution is based on automated meaning negotiations between agents
[6] as a way to discover structural differences between the schemas of OandO'.
Similarly to [7], this approach aims at aligning ontologies by parts (contexts) that are
relevant to a particular negotiation encounter. Negotiations imply iterative monotonic
reduction of semantic distances between the contexts. An agent uses propositional
substitutions which may reduce the distance and support them with argumentation.
The process is stopped when the distance reaches a commonly accepted threshold or
the involved parties exhaust their propositions and arguments. As opposed to the Ar-
gumentation Framework based approaches, this approach addresses the entire process
of semantic reconciliation between ontologies and does not require off-the-shelf map-
pings.

The methodology used in our solution comprises several steps in the workflow.
Steps (I) and (IT) correspond to Discover Mappings, step (III) is for Applying Map-
pings, step (IV) corresponds to the step of evaluation and making decision about un-
dertaking one more iteration. Iteration loop however does not involve mappings dis-
covery in our solution. Instead, the mappings are revised manually by a knowledge
engineer based on the list of migration failures in the migration log. Step (V), though
important in practice, is not demonstrated.

Biblio-1 and Bibl10-2 are used as examples of OandO'. The demonstrated
agent-based solution is evaluated by comparing to our former work [4] where Ontol-
ogy Difference Visualizer (ODV) tool [8] was used for discovering the structural
difference between aligned ontologies.

Ontology instance migration process starts with the step (I) of discovering the
structural difference between Oand O'. Only TBoxes of the ontologies are used as the
sources. Structural difference is discovered by the SDiff Discovery Engine (SDDE)
[9] — a system of collaborative software agents negotiating on semantic contexts [10]
for finding mappings M':S — S'. For demonstration purposes discovered structural
difference is visualized using UML extension [8]. The mappings are further written
down by SDDE as instance transformation rules [4] at the subsequent step (II). In-
stance Migration Engine (IME) is invoked at step (III) to perform the instance trans-
formations according to these transformation rules. All the cases in which IME fails
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to perform the transformation are recorded to the instance migration log. Step (IV)
involves a knowledge engineer who checks the migration log and decides if a refine-
ment is required. If so, he starts the new iteration by refining the set of the transforma-
tion rules based on his analysis of the failure cases and using the rule editor of IMS at
step (II). The refined set of rules is fed to the IMS at step (III). The loop continues
until the knowledge engineer decides that further refinement is not possible, or all the

instances of /° are migrated to /" .

4 Applications of Ontology Alignment

In this part of the tutorial a few selected categories of applications that require align-
ing information or knowledge representations are analyzed. A broader spectrum of
applications is surveyed in [11]. In particular, attention is paid to the requirements
related to ontology alignments that are posed by the applications in each category. A
particular ontology alignment problem fitting to these requirements is also outlined.

A good survey of ontology-based applications is [12]. Ontology matching and
alignment applications are discussed in [2]. Another comprehensive summary of
ontology matching techniques and applications is [13]. In addition to these surveys,
the publications surveying or reporting ontology alignment approaches are for exam-
ple Chuttur [14], Vazquez-Naya et al. [15], Zhdanova et al. [16], Euzenat et al. [17].
Based on these inputs the following several typical application categories are ana-
lyzed in the tutorial with a focus on real world applications.

4.1 Distributed Information Retrieval

Distributed Information Retrieval (DIR) is an important category of applications that
assist retrieving and fusing information from heterogeneous, distributed, and inde-
pendent information resources. Ontologies in DIR are used for representing the struc-
tures of information at different nodes and for translating or transforming user queries
and system responses. In particular, ontologies in DIR are important for extracting
information or knowledge satisfying the semantics and the context of a user query.

Ontology alignments are required:

e At query transformation step — for correlating query structure and semantics with
different information resource schemas and metadata and building respective par-
tial queries

e At query result fusion step — transforming and putting together the retrieved infor-
mation instances
Hence, a solution of an SSUD ontology alignment problem is required for query

transformation and of an ASUD problem for results fusion and delivery to a user. A

critical requirement at the latter step is high recall as it is important not to miss any

potentially relevant information while irrelevant individuals can be filtered out using
other techniques. One more important requirement to an ontology alignment solution
in DIR is its scalability in terms of the complexity and number of aligned ontologies.
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4.2  Human-Machine Dialogues

Ontology alignments are used in human-machine interaction for providing mutual
understanding between a user and a processing node. A software agent may represent
a processing node in such interactions as an intelligent wrapper. Ontologies and their
alignments can be used to obtain a formalizable set of requirements, structures, que-
ries, etc. from informal or poorly structured user descriptions. As a rule such dialogs
are run in iterative way. Hence, iterative ontology alignment methods fit to this
category of applications better.

Brasoveanu et al. [18] argue the importance of using generic multimodal ontolo-
gies on the Semantic Web and propose an approach to enhance human-agent interac-
tion based on multimodal ontologies. Guzzoni et al. [19] propose a toolkit-based ap-
proach for modeling human-agent interaction. Their toolset provides a means to
model different aspects of an intelligent assistant such as: ontology-based knowledge
structures; service-based primitive actions; composite processes and procedures; natu-
ral language and dialog structures. Tijerino et al. [20] report a framework for human-
agent collaboration for the purpose of problem solving on the Semantic Web. In hu-
man-machine dialogue scenarios the most critical requirements are adaptability,
integrativity, and scalability that allow enhancing human-machine mutual under-
standing.

4.3  Ontology Evolution, Versioning, Refinement

Ontology evolution, versioning, and refinement are important problems in Ontology
Engineering (OE) and Management (KM) applications. Solutions are required for
adequately representing knowledge in changing domains. Ontology alignment is one
of the enabling technologies in these applications. Indeed, all three problems cope
with transforming a source ontology revision to a target state (revision) that fits to the
requirements causing the transition. Important aspects of this transition are that the
target revision has to: (i) be consistent; (ii) re-use the source as much as allowed by
the requirement of being consistent

Ontology alignments are used both to ensure consistency and maximal possible
degree of re-use. Provided that the source revision is consistent, for proving that the
resulting ontology revision is consistent it is sufficient to build the complete static bi-
directional alignment (CSBC or CSBD problems). For the proper re-use of the source
revision the solution of a uni-directional alignment problem will fit. For example a
typical sub-task in an ontology refinement process is ontology instance migration
from the source revision to the target revision [4]. A balanced combination of appro-
priately high recall and precision is an essential requirement for the instance migra-
tion solution.

4.4  Service Composition

The automation of web service composition or orchestration at run time is a challeng-
ing problem in Service Science which is intensively researched in the last decade. The
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complexity of the problem is caused by the inherent distributed character of software
systems based on the use of services (for example Web services), the openness of
these systems, and the dynamic character of their configurations and constellations. A
sub-stream of research in the field develops the frameworks for services that inten-
sively use ontologies as service descriptions — Semantic Web Services. Two promi-
nent examples of these frameworks are OWL-S [21] and WSMO/L/X [22] which
however do not fully solve runtime service composition problem. More advanced
approaches exploit collaborative agents as service wrappers for managing services
and service brokers or mediators for manipulating their descriptions in a runtime
composition process (for example [23]). Like in Ontology Engineering and Manage-
ment, a balanced combination of appropriately high recall and precision is an essen-
tial requirement for service composition. The scalability of the solution is also impor-
tant.

The aspects of ontology reconciliation with respect to Web services and their com-
position are elaborated in [24, 25, 26]. An important requirement for such systems is
the capability of adaptation and integration for providing compliant access and mak-
ing the use of aggregate and atomic services more convenient.

5 Learning Outcomes

By the end of the tutorial the participants will:

e Learn the basics of ontology alignment that will enable them to understand the
notions of an ontology, ontology mapping, the process of ontology matching, and
the alignment as a result of matching process

e Learn the generic ontology alignment problem and the classification of its flavors
based on the features of distributedness, the span of alignment, the direction of
alignment, and the dynamic character of the source ontologies. Specifically, learn
about the ontology instance migration problem as one of the ontology alignment
problems.

e Be able to differentiate between one-shot and iterative ontology alignment methods
and judge about the appropriateness of using this or that kind of a method in a par-
ticular setting

e Learn about one of the agent-based solutions for ontology alignment (ontology
instance migration problem)

e Learn that ontology alignment is a very important, enabling technology for several
kinds of the applications of distributed knowledge-based systems. In particular,
learn which of the requirements of these applications make ontology alignment a
challenging task.
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2.1 2" International Workshop
on Information Technologies

in Economic Research

(ITER 2013)



Foreword

We would like to offer you the section including a ten papers we have selected for the
2-nd instance of our International Workshop on Information technologies in economic
research (ITER 2013) which has been organized as a session in the technical the 9-th
International Conference on ICT in Education, Research, and Industrial Applications:
Integration, Harmonization, and Knowledge Transfer (ICTERI 2012) held at Kherson,
Ukraine on June 19-22, 2013.

The necessity to support decisions by the means of IT at different levels of busi-
ness process any organization, to verify economical hypotheses and usage of gained
knowledge in the learning process requires the use of IT to process relevant informa-
tion.

Skills of analytical information processing for decision making can effectively be
realized only by using information and communication technologies.

The large numbers of economic studies is not supported by modern mathematical
framework and ICT, leading to poor quality of the research on both the micro-,
macro-and industry levels.

Creation of ITER is intended to familiarize researchers with modern ICT and
mathematical methods of information processing in areas such as
e Business process management: business process for firms, suppliers, customers,

information systems in small and medium business, IT-innovations in management

process, R&D company, business intelligence approach, management in virtual or-
ganization, e-commerce, cloud technology in business, e-governance.

¢ Quantitative methods in economics: econometrics research on micro- and macro
level, business process economical modeling, software package for economic re-
search, modeling industry mergers and acquisitions, finance modeling.

e IT education for economists: business informatics curricula, IT-professional
training for economical organizations, software programs for economic education,
mobile technologies in economical education, e-learning for economists, business
games.

Under international level research many scientist and researchers use the Ukrainian
and Russian language, which greatly limits the possibilities for the world community
to become familiar with published papers. This restricted the number of accepted
papers till 10 of the 20 provided for ITER:

Business process management
e Decision Supporting Procedure for Strategic Planning: DEA Implementation for

Regional Economy Efficiency Estimation
o Applying of Fuzzy Logic Modeling for the Assessment of ERP Projects Efficiency
e Matrix Analogues of the Diffie-Hellman Protocol
e Binary Quasi Equidistant and Reflected Codes in Mixed Numeration Systems

Quantitative methods in economics
e Mechanism Design for Foreign Producers of Unique Homogeneity Product
e Are securities secure: Study of the Influence of the International Debt Securities on

the Economic Growth
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e How to make high-tech industry highly developed? Effective model of national
R&D investment policy
IT education for economists
o Econometric Analysis on the Site “Lesson Pulse”
e Mathematical Model of Banking Firm as Tool for Analysis, Management and
Learning
o Features of National Welfare Innovative Potential Parametric Indication’ Informa-
tion-Analytical Tools System in the Globalization Trends’ Context
Only timely and qualitative preparation of an economic study will provide recom-
mendations and suggestions for decision-makers, to promote the efficient use of mate-
rial and budgetary resources in organization.

June, 2013 Tanya Payentko
Sergey Kryukov
Vitaliy Kobets



Binary Quasi Equidistant and Reflected Codes in Mixed
Numeration Systems
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Abstract. The problem of constructing quasi equidistant and reflected binary
Gray code sequences and code in a mixed factorial, Fibonacci and binomial
numeration systems is considered in the article. Some combinatorial construc-
tions and machine algorithms synthesis sequences, based on the method of di-
rected enumeration are offered. For selected parameters of sequences all quasi
equidistant (for individual cases - reflected) codes with Hamming distance
equal to 1 are found.

Keywords. Reflected codes, quasi equidistant sequence, Hamming distance

Key terms. Research, CodingTheory, MathematicalModelling

1 Introduction

Coding theory is one of the most important areas of modern applied mathematics.
Beginning of the formation of mathematical coding theory dates back to 1948, when
it was published a famous article by Claude Shannon [1]. The growth of codes origi-
nally was stimulated by tasks of communication. Later constructed codes found many
other applications. Now codes are using to protect data in a computer memory, cryp-
tography, data compression, etc.

The work is devoted to a rather small, but extremely important for applications
subset of so-called quasi-equidistant and reflected codes. The class of quasi equidis-
tant codes are sequences of uniform (i.e., containing the same number of bits) of bi-
nary code combinations in which any adjacent (neighboring) code sets (words) are at
the same Hamming d distance equal to a fixed number of natural numbers (i.e. d =
1, 2, ...) [2]. Equidistant sets include such codes in which any two words (code com-
binations) are at the same distance d [3].

Finally, we shall refer to the reflected subset quasi equidistant codes with distance
d =1, the formation of which is based on the principle of mirror reflection? [4]. But if
we restrict ourselves to only one mirror, the code sequence will contain the original
sequence, after which is the same sequence just re-written in reverse order, which is
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unacceptable, since it leads to code repetition. The elimination of repetition can be
provided by initial expansion of the number of digits combinations. The essence of
the "mirror" reflection of the expansion is explained below as an example of canoni-
cal reflected Gray codes and in other sections of this article.

The main objective of this study is to develop algorithms for constructing quasi-
equidistant and reflected binary Gray codes as well as code sequences in a mixed
factorial, Fibonacci and binomial bases. The method of direct enumeration is the base
of algorithms of computer sequences synthesis.

2 Basic of Number System

The history of discrete mathematics and computer science is directly related to the
development and introduction of newer principles of representation and encoding
digital information, which are based on the numeration system of numbers. By a nu-
meration system we understand the way of image sets of numbers using a limited set
of characters that form its alphabet, in which the characters (elements of the alphabet)
are located in the established order, occupying a certain positions [5]. Any numeration
system should be composed of a finite set of non-negative numbers — a range that it
encodes. It always includes the number 0 and then follows the natural numbers start-
ing with 1 [6].

There are various numeration system (as well as methods for their classification),
whose number is constantly growing. All systems can be divided into the following
main classes: positional, not positional and mixed. In the positional numeration sys-
tems the same numeric characters (digit) has different meanings in its description
depending on the location (level) where it is resides.

By positional numeration system is generally understood the p numeration system,
which is defined by an integer p >1 — is called a base of numeration system. Un-

signed integer N in p numeration system is represented as a finite linear combina-

tion of powers of

N=Yop", (1)
k=1

where o, are integers satisfying the inequality 0 <o ,<(p—1), n—the number of

digits of the number. The simplest examples of positioning systems (1) can be binary,
decimal, and other numeration systems.

In no positional numeration systems the value which indicated by the digit does
not depend on the position in a number. At the same time the system may impose
restrictions on the position of numbers, for example, that they are in descending order.
The Roman and many other systems belong to not positional systems.

The mixed numeration system is a generalization of the p system, and often refers
to the positional numeration systems. The base of mixed numeration system is an
increasing sequence of numbers p;, k=1,2,..., and each N number is presented

like linear combination:
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n
N = Zakpk >
k=1
there are some restrictions exist for o, coefficient.

One of the known examples of the mixed system is a factorial numeration system,
in which the bases are the sequence of factorials p; =k!. Another commonly used

Fibonacci numeration system is a system that is based on Fibonacci numbers. The
Binomial system in the form in which it is presented in the relevant section of this
article, we will also include to a mixed numeration system.

A positive integer is depicted in an arbitrary numeration system as a sequence of
symbols [N]=a,a,_;...0...0,0,, where [N] - the number representation in this
numeration system, besides each o, symbol takes 7, bit in general case (if binary

alphabet is using).

Note the following general characteristics of quasi equidistant codes with Ham-
ming distance d =1. Let’s agree each code sequence starts with zero code. And as
result of this agreement the following code after the zero code should be placed with
weights 1 and 2, and Further weight codes must alternate even (E) — odd (O) under
the scheme

0120EOE... E(0) . )

Scheme (2) is a symbolic form of the tree sequence code combinations. Let’s n,
and n, to be the amount of even and odd code words in a sequence. If the sequence
(2) ends up with odd code combination this means n,=n,, and if even —

n, = n,+1. This becomes evident:
Statement 1. Inequality

0<(n,—n,)<1, 3)

is a necessary (but not always sufficient) condition for the construction of quasi equi-
distant codes.

3 Sequences of Gray Codes

Classic Gray codes [7] may be called canonical, since for arbitrary length sequence of
combinations are not only quasi equidistant, but also reflected. Let’s G(n)-—se-

quence of n-bites classical Gray codes. To construct (n+1)— bites reflected Gray
Codes, let’s us note as G,.(n+1)— codes, it is just enough to prefix for each source
code G(n) the 0 digit and 1 to the left of code group G (n) constructed by reflected
(reflex or reverse) mirror of G(n) sequence, i.e.



314 E. Beletsky and A. Beletsky

G,.(n+1)=0G(n) |1G*(n) , 4)

where || - is a symbol of concatenation (conjunction of sequences).
According to (4), G,.(n+1)=G(n+1)and as a result sequences of Gray codes

of G(n) number of digits n > 2 are both quasi equidistant and reflected, and besides

the line of reflection goes through 2" and (2”—1 +1)— code combinations. On the
basis of the canonical code G(n), n>2, the equidistant Gray codes can be con-
structed. For example, Tab. 1 show the three 12-bit code quasi equidistant sequences,
one of which corresponds to the canonical version of the Gray code.

The first six variants of sequences in the table constructed of canonical option 1 as
a result of a variety column rearrangement saving the Hamming distance d =1 of
related code combinations. Variants 7-12 are formed as a result of inverse none zero
rearrangements of code combinations from appropriate variants 1-6.

Table 1. Three bit quasi equidistant Gray code

Variants of sequence

1 2 3 4 5 6 7 8 9 10 11 12
000 | 000 | 000 | 000 | 000 | 000 | 000 | 000 | 000 | 000 | 000 | 000
001 | 100 | 100 | 001 | 010 | 010 | 100 | 001 | 010 | 010 | 001 | 100
011 | 110 | 101 | 101 | 110 | 011 | 101 | 101 | 110 | 011 | OI1 | 110
010 | 010 [ 001 | 100 | 100 | 001 | 111 | 111 | 111 | 111 | 111 | 111
110 | 011 | O11 | 110 | 101 | 101 | 110 | OI1 | O11 | 110 | 101 | 101
111 | 111 | 111 | 111 ) 111 | 111 | 010 | 010 | 001 | 100 | 100 | 001
101 | 101 | 110 | O11 | O11 | 110 | O11 | 110 | 101 | 101 | 110 | O11
100 | 001 | 010 | 010 | 001 | 100 | 001 | 100 | 100 | 001 | 010 | 010

The first six variants of sequences in the table constructed of canonical option 1 as
a result of a variety column rearrangement saving the Hamming distance d =1 of
related code combinations. Variants 7-12 are formed as a result of inverse none zero
rearrangements of code combinations from appropriate variants 1-6. As follows from
Tab. 1 the only variants 1 (canonical) and 6 of Gray codes belong to a set of three
bites reflected codes. At the same time each three bite sequence by (4) statement pro-
duce subset of four bite reflected Gray codes. Thereby it is true:

Statement 2. A/l amounts Lgf)(n) of reflected Gray codes of n number of digits is
defined by

) n, if n<2;
L7 (n+1)= .
2n!, ifn>3.
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3 Factorial Sequence

The integer positive number N in factorial number of numeration system can be
represented as

n
N=>ak!, 0<oy <k (5)
k=1
where k=1,2,...,n; 0<o, <k. Extended form of (5) statement is
N=oa, nl+o, - n-Dl+...+0,-2l+a, 1!, 6)

Statement (6) is so called numerical, or digital, function [8] of factorial system.
There are first 120 decimal numbers (Tab. 2) defined by their o, coefficients in facto-

rial numeration system.

Table 2. Binary representations of decimal numbers of factorial numeration system

Nl e | N | Wil | N | N | N Velpae | N | Ve
0 0 24 | 100000 48 | 1000000 | 72 | 1100000 | 96 | 10000000
1 1 25 | 100001 49 | 1000001 | 73 | 1100001 | 97 | 10000001
2 10 26 | 100010 50 | 1000010 | 74 | 1100010 | 98 | 10000010
3 11 27 | 100011 51 | 1000011 | 75 | 1100011 | 99 | 10000011
4 100 28 | 100100 52 | 1000100 | 76 | 1100100 | 100 | 10000100
5 101 29 | 100101 53 | 1000101 | 77 | 1100101 | 101 | 10000101
6 1000 30 | 101000 54 | 1001000 | 78 | 1101000 | 102 | 10001000
7 1001 31 | 101001 55 | 1001001 | 79 | 1101001 | 103 | 10001001
8 1010 32 | 101010 56 | 1001010 | 80 | 1101010 | 104 | 10001010
9 1011 33 | 101011 57 | 1001011 | 81 | 1101011 | 105 | 10001011
10 | 1100 34 | 101100 58 | 1001100 | 82 | 1101100 | 106 | 10001100
11 | 1101 35 | 101101 59 | 1001101 | 83 | 1101101 | 107 | 10001101
12 | 10000 36 | 110000 60 | 1010000 | 84 | 1110000 | 108 | 10010000
13 | 10001 37 | 110001 61 | 1010001 | 85 | 1110001 | 109 | 10010001
14 | 10010 38 | 110010 62 | 1010010 | 86 | 1110010 | 110 | 10010010
15 | 10011 39 | 110011 63 | 1010011 | 87 | 1110011 | 111 | 10010011
16 | 10100 40 | 110100 64 | 1010100 | 88 | 1110100 | 112 | 10010100
17 | 10101 41 | 110101 65 | 1010101 | 89 | 1110101 | 113 | 10010101
18 | 11000 42 | 111000 66 | 1011000 | 90 | 1111000 | 114 | 10011000
19 | 11001 43 | 111001 67 | 1011001 | 91 | 1111001 | 115 | 10011001
20 | 11010 44 | 11110 68 | 1011010 | 92 | 1111010 | 116 | 10011010
21 | 11011 45 | 111011 69 | 1011011 | 93 | 1111011 | 117 | 10011011
22 | 11100 46 | 111100 70 | 1011100 | 94 | 1111100 | 118 | 10011100
23 | 11101 47 | 111101 71 | 1011101 | 95 | 1111101 | 119 | 10011101
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Let’s mark @(k)— sequence of n bite factorial codes. In the case where number of
digits of code combination from code set @(k) less thank , it is prefixed with required
amount of zeros. Let’s @,(k)— sequence of quasi equidistant k —bite factorial codes
with Hamming distances among related combinations equal tod . Based on data from
Tab. 2 it is easy to create (Tab. 3) sequences @,(k) for k=1 (singular case), and also
k=2 and k=3 created by columns rearrangement of base sequences (variant 1).

Table 3. Sequences of quasi equidistant Factorial Codes

@(k)

k=1 | k=2 k=3

1 2 1 2 3 4 5 6
0 00 | 00 | 000 | 000 | 000 | 000 | 000 | 000
1 01 | 10 | 010 | 010 | 100 | 100 | 001 | 001
11 | 11 | 011 | 110 | 101 | 110 | OI1 | 101
10 | 01 | 001 | 100 | 001 | 010 | 010 | 100
101 | 101 | O11 | 011 | 110 | 110
100 | 001 | 010 | 001 | 100 | 010

Table 3 illustrates one possible method of synthesis of quasi equidistant codes. Its
idea is in the following. At the very first stage the base sequence of quasi equidistant
codes of n number of digits is created by means of some method (for example, the
method of direct search which is examined below). On the second stage a variety of
all possible rearrangements of base sequence columns (check out Tab. 3, the corre-
spondent values are of number 1) is done which results in formation of n! different
quasi equidistant codes. And finally on the third stage the sequences which contain
restricted code combinations are excluded from 7! sequences. Such combinations are
110 codes from Tab. 3 highlighted with bold type. So from six three bite sequences
the only two generate quasi equidistant factorial sequences. Starting from k& =4 apart
from quasi equidistant sets it is possible to create reflected factorial codes @,.(k).
Starting from k=4 apart from quasi equidistant sets it is possible to create reflected
factorial codes @,.(k). The algorithm of reflected codes creation depends on their

number of digits. In particular, here is easily provable by direct verification.

Statement 3. The set of uniform reflected factorial codes defined by recurrence re-
lation

@,.(k) =00, (k1) [ 10} (k-1),

Let’s discuss the problem of synthesis of quasi equidistant factorial codes with a
number of digitsn = 4,7.So taking the data from Tab. 3 let’s construct a preliminary
weights distribution of 7 — bite code combinations resulting in Tab. 4. The amount of
codes with even and odd weights in current table for all variants n are satisfying

inequality (3) and this means, that all required conditions for quasi equidistant facto-
rial codes creation are met.
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Schema (2) of uniform codes @(4) weights interchanges, according to Tab. 4, is

012020202020 @)

Table 4. Weights distribution of code words @(n)

Code The bit of code combinations
weight | 5, =4 n=>5 n==6 n=7
0 1 1 1 1

1 4 5 6 7
2 5 9 14 20
3 2 7 16 30
4 2 25
5 11
6 2
ne 6 12 24 48
o 6 12 24 48
In all 12 24 48 96

At that from 5 odd elements (O) of sequence (7) two elements are equal 3 and the
rest — 1. Which means, that there are ten possible variants of quasi equidistant facto-
rial code trees of number of digits n =4, from whose the one, for depiction, is shown

on Fig. 1.

Fig. 1. Tree @;(4) of sequence 012321232121

The symbolic form of the tree of code combination sequence @,(5) can be repre-
sented by schema

0120EOEOEOEOEOEOEOEOEOEO , ®)

One of variants is shown on Fig. 2.

Fig. 2. The variant of tree sequence @, (5)
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Let’s go to validation to the whole amount of trees variants @,(5) . First of all pay

attention (Fig. 2) the code combinations with weight of 4 must reside between codes
with weights equal 3. This is required to provide a distance between related combina-
tions equal to 1. Merge code pairs with weights equal to 3 among whose code with
weights equal to 4 are reside. By that we can get rid of two code pairs with weights 3
and 4 in column n =5 Tab. 4 and schema (8) rewrite as

01202020202020202020 . )

There are group of nine odd (O) code combinations which contains four codes with
weight equal to 1 and five with weight equal to 3 in the schema (9). It is evident the
126 variant of not complete trees of sequence @,(5) exists, equal to number of nine

by four combinations. And now take into consideration that in each of 126 variants of
symbolic form (9) because of the operation, inversed to “merge” operation described
above, it is possible to restore entire schemas of trees (8). Because of 10 possible
methods of inverse operation means the entire amount of trees @;(5) construction

equal to 1260. Performing by the same method validation of amount of trees Lg(6)
of @,(6)sequences we get Ly, (6) =1513512. With increasing of number of digits n
the complexity of combinatorial validation Lg(n) and amount of trees @,(n) dra-

matically increases. For example, all 10 variants of trees @,(4) are shown in Tab. 5.

Table 5. Trees Pi(4)

Ne | Tree variant Ne | Tree variant

1 012323212121 6 012123212321
2 012321232121 7 012123212123
3 012321212321 8 012121232321
4 012321212123 9 012121232123
5 012123232121 10 | 012121212323

First of all we construct ranged by weights v sequence of uniform codes
@(4) (Tab. 6).

Table 6. Ranged @(4) codes

Code weight v

Ne
0 1 2 3

1 0000 | 0001 | 0011 | 0111
2 0010 | 0101 | 1011
3 0100 | 0110
4 1000 | 1001
5 1010
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In correspondence with a schema of sixth tree variant (Tab. 5) the first two code
sequences, which will be called /ayers of tree branch, choose 0000 and 0001 codes.

We could choose 0010 layer instead of 0001. The third layer to choose would be a
code with weight equal to 2, the one which consist of 0001 code with Hamming dis-
tance equal to 1. Suitable ones are codes in columns with 1, 2 and 4 numbers of Tab.
6. The code with smaller number will be considered as a base, the rest — alternative.
Keep moving the same way with codes choosing for @,(4) sequence, using the

schema of chosen tree, we have a Tab. 7.

Table 7. Synthesis of of @,(4) branch

Ne | Code weight | Base code | Alternative code
1 0 0000

2 1 0001 0010

3 2 0011 0101 1001
4 1 0010

5 12 0110

The ninth layer of tree under synthesis should be a code with weight equal to 2,
moreover it must reside from previous code with distance equal to 1.

But there is no such a code, which were not used in Tab. 6. In order to cope with
this deadlock we will do the following. We will go up through columns of and will do
a substitution in this row with a nearest alternative code located from the right of it. In
this case we should substitute base code 0011 with alternative code 0101 and after-
wards continue the synthesis procedure for @,(4). An example of quasi equidistant

codes @,(4) synthesized by method of direct enumeration is shown in Tab. 8.

Table 8. @,(4) Sequences, correspondent to 012321212321 tree

Number Tree The branch of the tree

of tiers 1 2 3 4 5 6 7 8 9 10

0 0 0000 | 0000 | 0000 | 0000 | 0000 | 0000 | 0000 | 0000 | 0000 | 0000
1 1 0001 | 0001 | 0010 | 0010 | 0010 | 0010 | 0100 | 0100 | 0100 | 0100
2 2 1001 | 1001 | 0011 | 0011 | 1010 | 1010 | 0101 | 0101 | 1100 | 1100
3 3 1011 | 1101 | 1011 | 1011 | 1011 | 1011 | 1101 | 1101 | 1101 | 1101
4 2 0011 | 0101 | 1010 | 1010 | 0011 | 0011 | 1100 | 1100 | 0101 | 0101
5 1 0010 | 0100 | 1000 | 1000 | 0001 | 0001 | 1000 | 1000 | 0001 | 0001
Number The branch of the tree

of tiers | ¢ [ 2 3 4 5 6 |7 8 9 10

6 2 1010 | 1100 | 1001 | 1100 | 0101 | 1001 | 1001 | 1010 | 0011 | 1001
7 1 1000 | 1000 | 0001 | 0100 | 0100 | 1000 | 0001 | 0010 | 0010 | 1000
8 2 1100 | 1010 | 0101 | 0101 | 1100 | 1100 | 0011 | 0011 | 1010 | 1010
9 3 1101 | 1011 | 1101 | 1101 | 1101 | 1101 | 1011 | 1011 | 1011 | 1011
10 2 0101 | 0011 | 1100 | 1001 | 1001 | 0101 | 1010 | 1001 | 1001 | 0011
11 1 0100 | 0010 | 0100 | 0001 | 1000 | 0100 | 0010 | 0001 | 1000 | 0010
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4 Fibonacci Sequences

Fibonacci codes are generalized concept of classical binary code [9]. Any nonnega-
tive integer N =0,1,2, ... can be exclusively represented by a numerical Fibo-

nacci function

N=o,F +o, F_ +...+o,F +...0,F +o0F (10)

Besides the sequence { o } in (1) doesn’t contain pairs of neighbor unities which

are provided by equivalent conversion called “folding’ operation: 011 — 100 . This
operation makes it possible to represent Fibonacci number as so called “minimal”
form, the code combination of which will have minimal weight.

For example, [10],

01111011001 — 10011100001 — 10100100001 . (1)

The codes which are underlined in example (11) are codes for which folding opera-
tion was performed. As it follows from this example the folding operations resulted in
weights decreasing of code combinations. Namely, the amount of units in the final
code is less than in the original one.

Using the folding operation it is easy to come to a representational algorithm of
multidigit binary Fibonacci numbers. As an example let’s consider a method of repre-
sentation of natural sequence of decimal numbers (including zero) by four digits
numbers of Fibonacci codes. We need to agree to label code numbers from right to
left assuming the smaller (the very right) number the correspond to number 1, then
number 2 and so on. We choose such a coding method of first three decimal numbers
0, 1 and 2:

050 —>0000 ;
1,0 = 0001 ; (12)
2, = 0010.

A conversion from decimal number k;,to (k+1),, number in Fibonacci codes (la-
bel them as £, and F;, correspondingly) will be performed using a rule: if there is
0 in a smaller position F}, then it is substituted with 1 in F;; code. If there is 1 in a
smaller position £} then this 1 goes to the second position and writes as 0 in a
smaller position. This rule is using in system (12) while conversion from F, to F, .

Let’s represent number 3, with Fibonacci code. But before we go, following the
rule described above we will get code 3;, — 00011 which by folding operation would

be represented in its minimal form
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3,0 — 0100. 13)

According to statements (12) and (13), the smaller positions of Fibonacci codes are
using for decimal numbers 1, 2 and 3 representations correspondingly. Those values
are generalized by the following recurrent block synthesis algorithm of binary Fibo-
nacci sequences. Let’s F(k)— is a set of Fibonacci numbers of the same length in-

cluding 0. Then we have:

Statement 4. 4 set of k — bite Fibonacci numbers of the same length is defined by
recurrent correlation

F(k)=10||F(k-2). (14)

The proving of just formulated statement can be easily performed by a method of
direct verification. In the right part of (14) the F(k—2) set is consisted of (k—2)—

position numbers.

From this it is followed that if any subset of Fibonacci numbers, included in
F(k-2) , contain digits the number of digits of whose are less than £ —2 then those

numbers are prefixed with required amount of zeros. Algorithm (14) is right for any
valuek =22 . Indeed, if k =2 then

F(2)=10]| F(0).

As long as F(0) set is empty then F(2) set contains the only Fibonacci digit 10,
which corresponds to decimal digit 2, .

There are Fibonacci codes for limited sequence of decimal numbers calculated us-
ing recurrent formula considering initial condition (12) in Tab. 9. Zeros, which are
located to the left of bigger unit in Fibonacci coders, have been removed.

You can see values n in column F of Tab. 9, equal to number of codes which
can be created by a fixed number of binary positions. For example, ' =3 means the
four bite combinations, which contain 1 in its older position, can be created three
Fibonacci codes. Writing down the values from F column we will get sequence 1, 1,
2,3,5,8,13,... which is classical sequence of Fibonacci numbers.

Now go to estimation of variants of quasi equidistant Fibonacci code trees. For this
purpose based on data from Tab. 9 let’s create a preliminary table of distribution of
code combinations weights, included in F(k), k=4,7, (Tab. 10). By analysis of
data from Tab. 10 we have the following conclusion. Quasi equidistant sequences of
four digit Fibonacci numbers are end up with code combinations with weight of 1,
five or six number of digits with weight of 2 and seven numbers of digits with odd
weight equal to 1 or 3.
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Table 9. Fibonacci numbers

ko | Iy F ko | £y F ko | By F
0 0 13 100000 21 1000000
1 1 1 14 100001 22 1000001
2 10 1 15 100010 23 1000010
3 100 ) 16 100100 24 1000100
4 101 17 100101 25 1000101
5 1000 18 101000 26 1001000
6 1001 3 19 101001 | 8 27 1001001 | 13
7 1010 20 101010 28 1001010
8 10000 29 1010000
9 10001 30 1010001
10 10010 | 5 31 1010010
11 10100 32 1010100
12 10101 33 1010101

Table 10. Distribution of code combinations weights F (k)

It is not that complicated to perform a calculation Ly (k) of quantity of variants for

All code Number of code digits (&)
combinations | 4 5 6 7

0 1 1 1 1

1 4 5 6 7

2 6 10 15

3 1 4 10

4 1

ny 4 7 11 17
ny 4 6 10 17
All together 8 13 21 34

quasi equidistant Fibonacci sequence F|(k) trees.

The result of this calculation for chosen & parameters is shown in Tab. 11.

Table 11. Power of tree subset £ (k)

Amount of tree variants F|(k)

k

4

5

6

7

Ly (k)

1

5

126

205920

For reflected Fibonacci codes it is right the following

Statement 5. 4 set of even k bite reflected Fibonacci codes is defined by recurrent

correlation




Binary Quasi Equidistant and Reflected Codes ... 323

@, (k) =00F (k=2)+10F*(k-2), (15)

where ER (k)—sequence is inversed to F(k) , i.e. the sequence of quasi equidistant

codes F|(k) written in reverse order.

As an example (Tab. 12) of calculated using a computer a branch of one tree
F(6).

Table 12. Sequences F(k) of tree 012321232123232121212

Number Tree The branch of the tree

of tiers 1 2 3 4 5 6 7 8
0 0 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000
1 1 000001 | 000001 | 000010 | 000100 | 000100 | 001000 | 001000 | 010000
2 2 000101 | 010001 | 100010 | 000101 | 010100 | 001010 | 101000 | 010001
3 3 010101 | 010101 | 101010 | 010101 | 010101 | 101010 | 101010 | 010101
4 2 010100 | 000101 | 001010 | 010001 | 000101 | 101000 | 100010 | 010100
5 1 000100 | 000100 | 001000 | 000001 | 000001 | 100000 | 100000 | 000100
6 2 100100 | 100100 | 101000 | 100001 | 100001 | 100001 | 100001 | 000101
7 3 100101 | 100101 | 101001 | 100101 | 100101 | 101001 | 101001 | 100101
8 2 100001 | 100001 | 001001 | 100100 | 000000 | 001001 | 001001 | 100100
9 1 100000 | 100000 | 000001 | 100000 | 100000 | 000001 | 000001 | 100000
10 2 100010 | 100010 | 010001 | 100010 | 100010 | 010001 | 010001 | 100010
11 3 101010 | 101010 | 010101 | 101010 | 101010 | 010101 | 010101 | 101010
12 2 101000 | 101000 | 000101 | 101000 | 101000 | 000101 | 000101 | 101000
13 3 101001 | 101001 | 100101 | 101001 | 101001 | 100101 | 100101 | 101001
14 2 001001 | 001001 | 100001 | 001001 | 001001 | 100100 | 100100 | 100001
15 1 001000 | 001000 | 100000 | 001000 | 001000 | 000100 | 000100 | 000001
16 2 001010 | 001010 | 100100 | 001010 | 001010 | 010100 | 010100 | 001001
17 1 000010 | 000010 | 000100 | 000010 | 000010 | 010000 | 010000 | 001000

Number The branch of the tree

oftiers | " [ 2 3 4 5 6 7 8
18 2 010010 | 010010 | 010100 | 010010 | 010010 | 010010 | 010010 | 001010
19 1 010000 | 010000 | 010000 | 010000 | 010000 | 000010 | 000010 | 000010
20 2 010001 | 010100 | 010010 | 010100 | 010001 | 100010 | 001010 | 010100
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5 Binomial Sequences

There are many known methods for binomial codes creation and based on them —
binomial sequences [11]. We will consider two ways of even binomial codes synthesis
in this unit. First of them we will call an “algorithm A. Borysenko”, and the second
one an “algorithm of A. Beletsky”, which is called as alfernative algorithm here in
after.

The whole idea of first algorithm of uneven binary binomial codes, which correlate
to algorithm of full summarized binomial arithmetic, is described in [12], page 124.
Of course any uneven binary code can be converted to even code of n number of dig-

its (length). For this purpose it is just enough to prefix the code combination such
amount of zeros so the common number of digits became equal to .

To construct algorithms of binomial arithmetic by Borysenko it is enough to define
two parameters k and n, the first one defines the maximal amount of units in codes,
the second one by value r=n-1, defines the maximal length of uneven binomial
number. A decimal zero in Borysenko’s binomial code is written down as / =n—k of
zeros, the range P of binomial numbers is defined by formula F,,, = P—1. Here are
a number of examples of binomial numbers B, (algorithm A. Borysenko), creation

whose correspond to decimal value x (Tab. 13).

Table 13. Variants of binomial number sequences

n=6, k=4 n=6, k=2 n=6, k=3

x | B, x | B, x | B, x | B, x | B, x | B,

0 00 10 | 11010 | O 0000 10 | 10000 | O 000 10 | 1000
1 010 11 11011 | 1 00010 11 10001 | 1 0010 11 10010
2 0110 12 | 11100 | 2 00011 12 | 1001 2 00110 12 | 10011
3 01110 13 11101 | 3 00100 13 | 101 3 00111 13 | 10100
4 01111 14 | 1111 4 00101 14 | 11 4 0100 14 | 10101
5 100 5 0011 5 01010 15 | 1011

6 1010 6 01000 6 01011 16 | 11000
7 10110 7 01001 7 01100 17 | 11001
8 10111 8 0101 8 01101 18 | 1101

9 1100 9 011 9 0111 19 | 111

Let’s label B(n, k)—sequence of binomial numbers created by Borysenko’s algo-
rithm. From analysis of Tab. 4 we get the following conclusion.

Statement 6. Direct and inverse binomial sequences are linked with correlation

B(n,k)=B" (n,n—k),
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—R
where B (n,n—k)—sequence of binomial codes, which first of all is written in re-

verse order to codes in B(n, k) and secondly each position of ER(n, n—k) forms by

result of inversion (i.e. substitution of 0 to 1 and vice versa) of corresponding posi-
tions B(n, k).

Let’s find out a possibility of quasi equidistant codes B,(n, k) creation based on
set of binomial numbers B(n, k) . For this purpose using the data from Tab. 13 lets
create a table of code combination weights distribution (Tab. 14) included in B(n, k)
set. According to data from Tab. 14 and also values n, and n, comparison, received

for many other parameters n and &k, we can conclude the inequality (3) for codes
B(n, k) is not true and as sequence it is true

Table 14. Distribution of code combination weights B(n, k)

Weight of code

combination B(6,4) B(6,2) B(6,3)
0 1 1 1

1 2 3

2 3 10 6

3 4 10

4 5

y 6 4 13

All together 15 15 20

Statement 7. Binomial codes do not form quasi equidistant sequences.
Let’s move to creation of alternative binomial codes. Introduce numeric function

B=a,C," +a

n—1

Cor' 4+ o, O+ + oy CY (15)

where

ok o [k] _ keGe=D-(k+1=1)
! i ! ’

- binomial coefficient which is equal to number of & and / combinations. The coef-

ficients o, are defined by a correlation o, =0, [/ 2—|, in which [ x | means

rounding of number x to the nearest integer above.
Series (15) is presented in form of binary coefficients o, for each of who’s the

limited number of positions equal to number of digits and required for binary value
[k/21 representation is assigned.
Coefficient unambiguously defines the value of monomial o, C7*, as it is shown in

Tab. 15 (in which for example purpose the value & =7 is chosen).
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Table 15. An example of monomial series calculation (16)

A7 oj1{2 |3 |4

c 172135 |35

a;C77 [0 | 7|42 105 | 140

For a sequence of binomial codes created by numerical function (15), let’s intro-
duce a label B(n,r)in which n parameter will be called a power of a function, and

r— order of function, which is equal to coefficient a,. A fragment of binomial
codes is shown in Tab. 16.

Table 16. The sequence of binomial numbers B(4,2)

N o3 o | o | N Oy o3 o | oy
0 0 10 1[0 1]1 1
11 1[1]0]0 1
12 L1 ]0]1 0
2 1 0 13 L1 ]0]1 1
3 1
14 [1]0]0]0]1 0
4 110 1 15 [1]0]0]0]1 1
5 1|1 0 16 [1]0][0]1]0 1
6 1|1 1 17 |1 00|11 0
18 |1 00|11 1
7 1010 1 19 ]1]0]1]0]0 1
N o3 o, oy N Oy o3 oy oy
1101 0 20 {1 ]O0]J1]0]1 0
1]0]1 1 21 1j]oJ1]0]1 1

In order to decide a question regarding the possibility of quasi equidistant binomial
sequences creation let’s create a table of a set of code combinations weights (Tab.
17).

Table 17. Distribution of weights of code combinations B, (7, r)

. Amount of digits of binomial sequence
Weight
3 4 |5 6 7 8 |9 10
0 1|1 1 1 1 1 1 1
. Amount of digits of binomial sequence
Weight
3 4 |5 6 7 8 |9 10
212 |2 |2 ]2 |2 ]2
315 5 6 6 |6 |6
112 [4 |9 9 12 |12 | 12
. Amount of digits of binomial sequence
Weight
3 Jalslel7 1890
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4 2 4 15 [ 15 | 17
5 12 [ 12 | 23
6 4 8 29
7 2 18
8 4
Even 4 8 1 14 | 26 | 30 | 57
Odd 3 6 11 | 13 ] 26| 28 | 55
In all 7 110142227 | 52|58 | 112
Sign + | - — + + + — —

327

As an example check Tab. 18, where results of quasi equidistant codes creation by
a method of direct enumeration based on one of trees for B(4,2)is shown.

Table 18. Results of computer code synthesis B,(4,2)

Nurgber Tree The branch of the tree

of tiers 1 2 3 4 5 6 7 8

0 0 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000 | 000000
1 1 000001 | 000001 | 000001 | 000001 | 000001 | 000001 | 000001 | 000001
2 2 000101 | 000101 | 000101 | 000101 | 000101 | 000101 | 000101 | 000101
3 3 100101 | 100101 | 100101 | 100101 | 100101 | 100101 | 100101 | 100101
4 4 100111 | 100111 | 100111 | 100111 | 100111 | 100111 | 100111 | 100111
5 3 100011 | 100011 | 100110 | 100110 | 100110 | 100110 | 100110 | 100110
6 2 000011 | 100010 | 100010 | 100010 | 100010 | 100010 | 100010 | 100010
7 3 001011 | 101010 | 100011 | 100011 | 101010 | 101010 | 101010 | 101010
8 2 001010 | 001010 | 000011 | 000011 | 001010 | 001010 | 001010 | 001010
9 3 011010 | 011010 | 001011 | 001011 | 001011 | 011010 | 011010 | 011010
10 4 011011 | 011011 | 011011 | 101011 | 011011 | 011011 | 011011 | 011011
11 3 011001 | 011001 | 011001 | 101001 | 011001 | 001011 | 011001 | 011001
12 2 001001 | 001001 | 001001 | 001001 | 001001 | 001001 | 001001 | 001001
13 3 101001 | 101001 | 101001 | 011001 | 101001 | 101001 | 101001 | 101001
14 4 101011 | 101011 | 101011 | 011011 | 101011 | 101011 | 101011 | 101011
15 3 101010 | 001011 | 101010 | 011010 | 100011 | 100011 | 100011 | 001011
16 2 100010 | 000011 | 001010 | 001010 | 000011 | 000011 | 000011 | 000011
17 1 000010 | 000010 | 000010 | 000010 | 000010 | 000010 | 000010 | 000010
18 2 000110 | 000110 | 000110 | 000110 | 000110 | 000110 | 000110 | 000110
19 1 000010 | 000010 | 000010 | 000010 | 000010 | 000010 | 000010 | 000010
Number Tree | The branch of the tree

of tiers 1 2 3 4 5 6 7 8

20 2 000110 | 000110 | 000110 | 000110 | 000110 | 000110 | 000110 | 000110
21 3 000111 | 000111 | 000111 | 000111 | 000111 | 000111 | 000111 | 000111
22 4 010111 | 010111 | 010111 | 010111 | 010111 | 010111 | 010111 | 010111
23 3 010110 | 010110 | 010110 | 010110 | 010110 | 010110 | 010110 | 010110
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A feature of alternative binomial codes is that they do not allow creating quasi
equidistant codes in a full manner as it is visible from Tab. 18. In particular, for all
sequences shown in Tab. 18, the latest codes (highlighted) reside from previous codes
with a Hamming distance equal 3 but not 1, as it is required for sequence B,(4,2).

This feature of alternative binomial codes is visible in all possible variants B, (n,r).

6 Conclusions

The main result of this research is formation of generalized conditions for quasi equi-
distant and reflected codes existence which are produced by even consistent binary
code combinations in a mixed numeration systems. Except of Gray codes the Fibo-
nacci, factorial and binomial codes with Hamming distance between related code
combinations equal to 1, are also included in a set of such codes. The main method
for synthesis of quasi equidistant codes is a method of computer direct enumeration.
The results of this research can be easily generalized and applied for cases where
Hamming distance is more than 1.
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Abstract. Paper concerns to impact on custom receipts of duty rate changing
from single to differentiated ones by customs house for foreign producers. To
get maximal custom receipts for achieving of social goal state may introduce
differentiated duty rates for foreign producers of unique product. Success of this
state policy will depend on effectiveness of incentive compatibility conditions
for these producers.
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1 Introduction

Mechanism is a mathematical structure, modeling an institute and determining the set
of rules, regulating actions accessible to the participants and determining as partici-
pants strategies in given communication system are transformed in results. In the
absence of co-operation mechanism between participants the final result can substan-
tially differ from social optimal one. A mechanism implements given objective func-
tion, realizing it on participants types space [2; 8].
Mechanism structure includes [7]:
1. Social choice function (SCF is a final result demanded by the society)
2. Implementation mechanism (realization of SCF by the payoffs and distributive
functions of product and money);
. Revelation mechanism of participants types (by a social planner);
4. Motivating mechanism (it is intended to make conditions for revelation of true
information by participants about their types € [6]).

(98]

Objective function F' is a composition of messages 4 and result /4 (fig.1).
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Fig. 3. Mechanism M and objective function F

Mechanism can enforce to cooperation rules, when participants accomplish ac-
tions, violating set rules [4]. Two extremes of mechanisms’ types are centralized
(planned system) and decentralized (such as competition market), between them are
continuum numbers of other mechanisms.

The decentralized mechanism (saving confidentiality mechanism) implies the pri-
vate expenditure (for collection and verification of information reliability) [1]. Exis-
tent mechanisms can be complemented or substituted by the new ones, for example,
by the means of legislation changes.

Reasons of new mechanism introduction:

e Revelation of unsatisfactory aspects activity of existent economic systems or insti-
tutes (market failures)
o Established economic system gives advantage only for certain participants

Mechanism tasks:

e To ground social choice function with the desirable characteristics for society

e To develop compatible conditions for participants to reveal their true types (reser-
vation price, costs etc.)

e To make implementation process of social choice function by the help of chosen
mechanism (direct or indirect)

The direct mechanisms provide direct transfer of the truthful private information
about their types by the agents to the public planner (not realistic mechanism). The
indirect mechanisms create motive, under which to the agents more profitable to open
true information, than to conceal or to distort it (more realistic mechanism) [10].

During organizing of customs mechanism, as well as any other, to the participants
concerns of social planner (government) and agents (payers of the customs tax). The
agent is selfish person, who has private information only about him or her own type
(for example, personal income, costs, profit).

Economic environment is exogenous variable, given by nature or received from the
last periods (competition type, technology, rule of custom policy). In model neither
the agents, nor mechanism designer do not know prevailing environment. Mechanism
designer knows: (i) class of environments, for which should be developed the mecha-
nism; (ii) desired criterions for SCF [5; 9].
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SCF represents criterions for result estimation, but not a means of goal achieve-
ments as mechanism does.

For customs house SCF mapping types space (average costs of production for im-
porters) in results space (custom receipts). The participant type (average costs) de-
fines its message (invoice cost of the goods), which causes final result (custom re-
ceipts).

So the purpose of customs mechanism can be maximization of receipts from cus-
toms taxes in the state budget under creation of the appropriate motivating system for
the importers (increase of the invoice price, preferential duty rates regime).

This paper has a following structure. We make a literature review in this, first, part.
Problem statement and basic assumptions of model are presented in the second part.
Part 3 deals with main results for participants under fixed and differentiated duty
rates. Last part concludes.

2 Problem Statement

Search of effective ways of state budget replenishment by the means of indirect taxes
requires introduction of flexible duty customs for foreign producers foreseen by the
proper government laws in relation to payment of custom payments. Criteria, after
which the state aims to set the duty rate on import commodities, and to foresee protec-
tionism principle for domestic producers, profitableness principle for the state and
utility principle, for domestic consumers.

Peculiarity of optimization for import duty rate is that foreign producers, forming a
competition domestic market, will maximize own profits, taking into account a mar-
ket price [3], whereas for state size of custom rate depends on invoice cost of com-
modity, which can be corrected by a custom house in the direction of increase and
have to corresponds to prevailing (equilibrium) market price.

Product invoice price indicates cost of commodity, which transfers through custom
border of Ukraine. If the invoice price indicated in freight customs declaration below
of average price in the base of Government custom service of Ukraine, there is the
rise of product price to average level before getting customs clearance for product.
From the customs value of product duty and VAT is counted, that countries are trans-
ferred in a budget.

Customs takes place as follows:

B=t-TR,,

where B — duty sum; T RN — part of product invoice price, that exceeds an un-

taxable size (in UAH); ¢ — duty rate (in per cent) from the product invoice price,
which now in Ukraine is equal 10%.

For construction of model, that describes co-operation of foreign producers and
customs we assume:
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¢ n foreign firms produce homogeneous product, which is supplied to the domestic
market and has no domestic analogues;

e between firms there is quantitative Cournot competition;

e cost functions of all firms are linear on production quantities (constant scale re-
turn), and reverse domestic market demand function is linear on the quantity of
foreign products;

¢ information about average costs of foreign firms and domestic market demand is
uniformly (symmetrically) distributed between all participants (foreign producers,
domestic consumers and government).

Participants’ objective functions:

Foreign producers:
Total cost of producer i consists of variable cost (fixed cost we assume zero in long-

run period, Vv, is average (variable) cost of producer i) and duty sum:

T CiF =V,-q,+t-P-q,, where P, = P is invoice price of unit product.

Profit of producer i: 7ZI.F =P-gq, —(v[ g+t -P-qi) or

al=(1-t)-P-q-v,-q—=2>max, i=1,..,n, t is endogenous vari-

able, i.e. duty rate determined by government.

1. State (Ukrainian Income and Duty Ministry)

Tax proceeds to state budgetis: B=1¢-P, - Z q; .
i1

2. Domestic market:
n
Reverse linear function of domestic demand is P=b—c-O=b—c- Zq[ ,
i=1
where P is market price of product, b - maximal price of foreign product on do-
mestic market (under zero import supply).

3 Results
3.1 Custom Receipts Model Construction for Fixed Duty Rate

3.1.1 Producer profit maximization

After substitution of market price to profit function of producer i we obtain:

= (l—t)-[b—c-Zqij-qi —V,-q,, i=1,...,n. First order condition (FOC)
=)
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or’

of profit give us: 5 —=(1-1):| b-2c-q, —C'Z% —v, =0. Similarly we
q;

get partial derivatives for profit function of all producers. Algebraic transformation

yields:

J#i

v
2-q+q,+.+q, =b——>—,
ql q2 qn C(l—t)
g, +2-q,+...+q —h-— 2
1 o c-(1-1)°
tgytat2q =h———t
q,t4q; t... q, C-(l—t).

Solving of system by matrix approach give optimal value of foreign producer sales
(dutyrate 0 <z <1):

g = 1 .b_(n+1)'vj—n-\7 il 0
" (m+1)-c 1-¢ ’ T

n
Z Vi

i=l

n

where vV = - average product cost of all foreign producers. If in equation

(1) average cost of producer j lower than average cost of all producers: v, < v, then

after increasing of duty rate 7, its optimal sales will rise. And vice versa: if v, > v,

then optimal sale of producer j will decrease.
Total quantity of foreign producers with using of (1) will equal:

& n((-0b-7)
0= 24 = i) @

Thus growth of duty rate always will lead to decreasing of total quantity of unique
good for foreign producers at domestic market: 7 <0.
t
3.1.2 Budget Custom Receipts Maximization

The receipts from foreign producers’ duty customs after substitution of total sales of
import quantity in expression (2) will give:

B=t-P, -0 —=" > max , where P, = const — product unit invoice price.
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First order condition for maximization of custom receipts is determined by condi-

dB _
tion 7 =0 or equivalent to following equation: bt> —2b-t+b—v =0, from
t

here equilibrium duty rate will be equal:

v
t=1- /—. 3
b €)

Equilibrium single duty rate (3) will have inverse relation with average cost of all
foreign producers and direct relation with maximal domestic product price.
Thus the invoice price of product will be set at a level P =b—c-Q or taking into

accoun (2) and (3) we will get the equilibrium indexes of invoice price and sales

accordingly:
b (NB-nF) b (sB-vF)

4 (n+1) ’ c-(n+1)

Farther from expression B =¢-P,-(Q we will define that the equilibrium

(maximal) custom sum will form:

- (Vb5 (Vb

B ' _ @)
c-(n+1)
Consider dependence between equilibrium duty state and custom receipts on fig.2.
Dependence of custom receipt on duty rate
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Fig. 2. Laffer curve — dependence between custom receipts and duty rate
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(n=10, b=40, v=5,25, ¢c=0,01, P=24,04) t=73%.
3.2 Custom Receipts Model Construction for Differentiated Duty Rate

3.2.1 Producer profit maximization

Profit of foreign producer 1 is presented by next expression:
xl=(01-t)-P-q —v,-q —22>max , where ¢, is differentiated duty rate for

foreign producer i. FOC for profit function gives (i =1,...,7):

B
or; :(l—tl.)-(b—ZC-q,-—C'Z%j—"f =0.-

aq, P

Similarly we obtain partial derivatives for profit functions of others foreign pro-
ducers.

2. + + ...+ —Q_L
q9v4, T...74, c-(l—tl)’
V,
+2-g, +...4qg =—— !
ql % qn C'(l—tz)
V,
+q,+..+2-q, =—— —
ql q2 qn C'(l—tn)

System solving by matrix approach give optimal sales values for foreign producers
on domestic market (duty rate 0 <¢, <1, i=1,...,n):

1 n-v, V., .
q.= Ab—-—+ — |, j=1..,n. (5)
7 (n+1)-c 1-t, ;1—@
3.2.2 Budget custom receipts maximization

Receipts from taxation of differentiated duty rates for foreign producers of homogene-
ity products will equal:

t;20,i=1,....n

n
B, =P, -Zti -q, ———="—max, where P, =const - invoice p