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Preface 
 
Ontologies built using OBO Foundry principles are advised to include both formal 
(logical) definitions, as well as natural language definitions. Depending on the effort, 
one or the other can be underrepresented. Possible explanations to this bottleneck 
are the high cost of producing well-written definitions; an insufficient understanding 
of the nature of natural language definitions or of logic; the lack of an operational 
theory of definitions; the lack of studies that evaluate usability and effectiveness of 
definitions in ontologies; a paucity of tools to help with definition authoring and 
checking. Producing natural language definitions is time-consuming, costly and prone 
to all kinds of inconsistencies. Producing logical definitions that are effective, correct, 
and communicative is also difficult. It is therefore worth exploring different ways of 
assisting, with automation, creation and quality control of definitions. 
 
This workshop gathers interested researchers and developers to reflect upon general 
themes as the selection and modeling of defining information; the relation between 
definitions in specific domains as opposed to domain-independent definitions; the 
theoretical underpinnings of definitions; tools that can facilitate relating logical and 
natural language definitions. In addition, we wanted to encourage participation by 
different communities using definitions so that their needs and solutions can be 
exposed. This interdisciplinary goal proved successful, as each of the three selected 
papers represents a different community: ontology, terminology, and natural 
language processing (NLP).  
 
Topics 
Topics of interest were split between foundational aspects, pragmatic issues and user 
perspectives. Below we list some possible topics. 
 
Foundational aspect 
• Theories of definition and their implications for the defining practice 
• Realist versus conceptualist approaches in definition writing 
• Definition modeling: what kinds of information are defining 
• Domain-independent versus domain-specific definition models 
• Formal versus natural language definitions 

 
Pragmatic issues 
• Quality control in definitions 
• Ways of evaluating definitions 
• Comparison and evaluation of different definition production 

techniques: handwritten, automatically generated from formal definitions, 
extracted from corpora or constructed from information retrieved from corpora 

• Methods and tools to automate definition production and checking 
• (Multilingual) definition generation 



• Information retrieval for definition production 
• Use of definition models to facilitate information retrieval 
• Definition extraction from corpora 
• Interactions between ontologies and lexical resources (WordNet, FrameNet) 
• Consequences/Strategies of giving necessary versus necessary and 

sufficient definitions, or simply sufficient definitions 
• Coordination of logical and textual definitions 
• Alternatives to and variants of definitions: elucidations, explanations, 

glosses, figures 
 
User perspectives 
• Assessment of definitions used in current practice 
• Balancing needs of within discipline use and wider use of definitions 
• Use of specialized terminology versus general vocabulary 
• Presentation of definitions to different user audiences 
• Alternatives/Augmentations of textual definitions, such as figures and images 

for anatomy, where textual definitions may be harder to formulate  
 
The articles published in these proceedings cover three distinct aspects of definitions 
in ontologies, and include a survey report summary on defining practices in the 
ontology community conducted in preparation of the workshop: 
 
Summary of the survey results: 
 Selja Seppälä and Alan Ruttenberg 
 Survey on Defining Practices in Ontologies: Report Summary 
 
Automatically populating ontologies with multilingual definitions:  

Guoqian Jiang, Harold Solbrig and Christopher Chute 
A Semantic Web-Based Approach for Harvesting Multilingual Textual Definitions 
from Wikipedia to Support ICD-11 Revision 

  
Displaying user-oriented defining contents using domain-specific templates: 

Antonio San Martín and Pilar León Araúz 
Flexible Terminological Definitions and Conceptual Frames 

 
Enhancing  term  retrieval  through  the  definition’s  contents: 

Gerardo Sierra-Martinez and Laura Elena Hernandez-Dominguez 
Automatic Construction of the Knowledge Base of an Onomasiological 
Dictionary 

 
In   addition   to   these   papers,   the   workshop’s   program   includes three presentations 
aimed at widening the scope of the issues to be discussed: 
 



Pragmatic aspects of defining diseases in the Disease Ontology: 
Lynn M. Schriml  
Definition of Disease Terms 

 
Domain- and language-independent definition templates: 

Selja Seppälä 
Using BFO Categories for Creating Generic Definition Templates   

 
Definition authoring tools: 

Alan Ruttenberg  
Tool Support for Definition Authorship and Management: Desiderata 

 
Our invited speaker covers some foundational aspects of definitions in ontologies: 

Barry Smith 
Introduction to the Logics of Definitions 

 
We expect to have a rich and insightful discussion with the participants and the 
attendees of the workshop that will yield a prioritized list of needs and useful 
recommendations regarding the defining practices in ontologies.  
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8:30–8:45 Welcome  

8:45–9:00 Lynn M. Schriml  
Definition of Disease Terms 

9:00–9:15 Gerardo Sierra-Martinez and Laura Elena Hernandez-Dominguez 
Automatic Construction of the Knowledge Base of an Onomasio-
logical Dictionary 

9:15–9:30 Guoqian Jiang, Harold Solbrig and Christopher Chute 
A Semantic Web-Based Approach for Harvesting Multilingual Textual 
Definitions from Wikipedia to Support ICD-11 Revision 

9:30–9:45 Antonio San Martín and Pilar León Araúz 
Flexible Terminological Definitions and Conceptual Frames 

9:45–10:15 Discussion 
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10:45–11:15 Invited Speaker: Barry Smith 
Introduction to the Logic of Definitions 

11:15–11:30 Selja Seppälä 
Using BFO Categories for Creating Generic Definition Templates 

11:30–11:45 Alan Ruttenberg  
Tool Support for Definition Authorship and Management: Desiderata 
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Survey on Defining Practices in Ontologies 

– Report Summary – 

This document reports the results of a survey on defining practices in ontologies conducted in 
preparation of the International Workshop on Definitions in Ontologies (DO 2013) held on 
July 7, 2013, in Montreal, in conjunction with the Fourth International Conference on 
Biomedical  Ontologies  2013  (ICBO2013),  itself  part  of  the  Semantic  Trilogy  ’13  event. 

1. Background 

Ontologies built using OBO Foundry principles are advised to include both formal (logical) 
definitions and natural language definitions. Depending on the effort, one or the other can be 
underrepresented. Possible explanations to this bottleneck are the high cost of producing well-
written definitions; an insufficient understanding of the nature of natural language definitions 
or of logic; the lack of an operational theory of definitions; the lack of studies that evaluate 
usability and effectiveness of definitions in ontologies; a paucity of tools to help with definition 
authoring and checking. 

Producing natural language definitions is time-consuming, costly and prone to all kinds of 
inconsistencies. Producing logical definitions that are effective, correct, and communicative is 
also difficult. It is therefore worth exploring different ways of assisting, with automation, 
creation and quality control of definitions. 

Accordingly, we thought it would be useful to gather interested researchers and developers to 
reflect upon general themes as the selection and modeling of defining information; the relation 
between definitions in specific domains as opposed to domain-independent definitions; the 
theoretical underpinnings of definitions; tools that can facilitate relating logical and natural 
language definitions. In addition, we wanted to encourage participation by different 
communities using definitions so that their needs can be exposed. 

To address these issues, we organized a half-day workshop aimed at discussing questions, ideas 
and existing projects regarding definitions in ontologies. The expected outcomes of the 
workshop were to get an overall view of the needs of the users so as to best orient research on 
the definition authoring side, as well as to get a diagnosis of the difficulties faced by the latter 
in order to guide groundwork on definitions and their production. 

We present here the results of the survey on defining practices that was conducted in 
preparation of the general discussion at the workshop. 

2. Objectives 

The objective was to gather information on the practices and needs of the ontology community 
with respect to definitions – logical and textual – in order to guide the discussion session aimed 
at creating a prioritized list of needs and best practices in definitions. We invited the ontology 
community to give us feedback on their experience by filling in a questionnaire published on 
the Internet. The web-based survey was sent to several ontology lists; 14 people responded to 
the questionnaire. The small number of participants does not allow us to draw statistically 
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significant conclusions; their answers are nevertheless indicative of the practices and needs 
related to definitions in ontologies. 

3. Methodology 

The 15 questions – some of which include sub-questions – of the questionnaire can be grouped 
into three larger categories: 

• User-oriented questions: types of users; their role in the ontology project on which they 
are working; their use of logical and/or textual definitions; their training in logical 
and/or textual definition authoring; the kind of assistance needed with respect to 
definitions in ontologies. [Q: 1, 2, 8a, 9a-d, 10a-b, 11a-b, 14] 

• Ontology-oriented questions: inclusion of logical and/or textual definitions in the 
ontologies. [Q: 3, 4a-c, 5a-b] 

• Definition-oriented questions: usefulness of logical and textual definitions; major 
problems in definitions; desired enhancements to textual definitions. [Q: 6, 7, 8b, 12, 
13] 

Several types of questions were asked: closed yes/no questions; multiple choice questions with 
single or multiple answers, and open-ended textual (qualitative) questions. 

4. Summary of the results 

4.1. Users and their needs 

4.1.1. Respondents’  profile  (Q1-2) 

Most of the respondents work as ontologists regardless of their primary profession. They are 
thus more likely to be involved in definition authoring and to express needs related to these 
activities, which is confirmed by the results to the other questions in this section. 

4.1.2. Use of definitions (Q8a-b) 
The majority of the respondents report using – consulting or writing – definitions  ‘often’,  which  
is indicative of the fact that definitions are central to the ontology work. 

Two types of uses seem to emerge: mostly internal uses related to the activity of ontology 
development, and, to a lesser extent, external uses related to the application of ontologies.  

The answers suggest that respondents are primarily concerned with logical definitions. The 
lesser use of textual definitions may be due to their lacking quality. These results suggest, in 
turn, that the roles of the term, the logical definition and the textual one in ontologies could be 
more precisely defined. 

4.1.3. Definition consultation (Q9a-d) 

All of the respondents report using logical and/or textual definitions to get a clear 
understanding of the terms in the ontologies; moreover, the majority of them report using 
definitions  ’often’  rather  than  ‘sometimes’. 
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The   use   of   logical   definitions   is   quantitatively   closer   to   ‘very   often’   than   to   ‘rarely’ (7/12 vs. 
5/12 respondents). However, the use of textual definitions is even more frequent than that of 
logical definitions (9/11 respondents). 

The frequent use of both logical and textual definitions seems to indicate that they play an 
important role in the proper understanding of what is represented in the ontologies. 

4.1.4. Definition writing (Q10a-b) 

The majority of the respondents report engaging in definition authoring activities. 

The defining activity is not only limited to definition creation, generally, from texts and 
consultation  of  experts;  it  also  includes  definition  revision  and  ‘translation’  of  textual  definitions  
to/from logical ones. 

As for the defining form, the classical definition structure – genus + differentia – is the 
preferred one. 

4.1.5. Training in definition writing (Q11a-b) 

Half of the respondents have had no training in definition writing. Among the other half of the 
respondents, most have had training in both logical and textual definition writing, and one only 
in logical definition writing. In only a few cases the training in definition writing was ontology-
oriented. It would thus be interesting to create this kind of specific training. 

4.1.6. Users’  needs  (Q14) 

The ontology community would mostly welcome general principles for definition writing. Half 
of the respondents were also interested in ontology-specific training for writing logical 
definitions. The results also suggest that training and tools related to textual definitions tend to 
be considered as nice-to-have but not as important as assistance with logical definitions. 

4.2. Ontologies and Definitions 

4.2.1. Kinds of ontologies (Q3) 

Most of the respondents work on ontologies related to the biomedical domain; two work on an 
upper level ontology, the Basic Formal Ontology. The other ontologies cover varied areas. 

4.2.2. Importance of definitions in ontologies 

4.2.2.1. Importance of logical definitions (Q4a-c) 

The majority of the ontologies on which the respondents answered these questions include 
logical definitions. However, in most of the ontologies, less than half of the entities are logically 
defined; only in one are 75-100% of the entities defined. 

These results suggest to us that more logical definitions will be added in the future, in particular 
if the ontology developers want to comply with the OBO Foundry principles. Hence, authoring 
tools that allow for the semi-automatic creation of logical definitions would probably be 
helpful. 
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4.2.2.2. Importance of textual definitions (Q5a-b) 

All the ontologies on which the respondents answered these questions except one have textual 
definitions. Moreover, by contrast with logical definitions, the textual definitions are well 
represented: in 10/12 ontologies, more than half of the entities are defined with a textual 
definition; the coverage rate in 2/3 of all the ontologies is even comprised between 75% and 
100% of the entities. 

These results tend to indicate that the needs related to textual definitions may be less 
pronounced than those related to logical definitions. 

4.3. Definitions in Ontologies 

4.3.1. Usefulness of definitions (Q6-7) 

Both logical and textual definitions are subjectively considered by the respondents as extremely 
important in ontologies. 

4.3.2. Problems with definitions (Q12) 

Four large types of problems were mentioned by the respondents. These are related to: 
1. the information content of textual definitions 

⁃ insufficiently informative 
⁃ too informative/too complex 
⁃ outdated 
⁃ absence of standard defining patterns 

2. logical issues  
⁃ vague 
⁃ circular 
⁃ self-contradictory 

3. the writing and style of the definitions 
⁃ poorly written 
⁃ inconsistent in style 

4. coverage 
⁃ multiple definitions 
⁃ absence of definitions 

4.3.3. Desired enhancements in textual definitions (Q13) 

The most frequently mentioned desired enhancements to textual definitions relate (i) to their 
authoring methods – the creation of definition templates –, and (ii) to their content and form – 
an increase in the readability of the definitions. The latter enhancement includes not only 
stylistic matters, but also adaptability of the defining vocabulary to different types of users, 
which is also related to the adaptability of the defining content. Current user-oriented trends of 
research in terminology and lexicography could be helpful in this respect. 

Among the other mentioned enhancements, we note the development of tools or methods to 
convert textual definitions to/from logical ones, issues that have started to be explored in the 
ontology community. Finally, the inclusion of examples is also mentioned, although this 
enhancement is not as such related to definitions; it may however be indicative of definitions 
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that are not explicit and content-wise not rich enough to be useful to the users – although in 
some (or maybe many) cases it might not be related to the lacking of definitions at all, only to 
the fact that examples tend to fulfill a different cognitive need. 

4.3.4. Further comments and suggestions (Q15) 

Tools should be developed to help ontology developers implement general principles on 
definitions. 

5. Conclusion 

In conclusion, this survey on defining practices in ontologies suggests that definitions are 
central to ontologies, not only for computational reasons, but also for their proper 
development and use by humans.  

Concerning   users’   needs,   the survey results indicate that it would be valuable to establish 
ontology-oriented defining principles and manuals, backed up with tools to support ontology 
developers in implementing the recommendations. Moreover, specific ontology-oriented 
definition writing training courses or tutorials would also be among the priorities, in particular 
for logical definitions. 

Finally, the current rather low definition coverage rate in ontologies suggests to us that, in light 
of the standards of good practice in ontology development, more logical, but also textual, 
definitions will (or, at least, should) be added in the future. Therefore, research efforts could be 
geared towards developing tools that allow for the (semi-)automatic creation of definitions, for 
example by generating textual definitions to/from logical ones. 

A detailed analysis of the results of the questionnaire is  available  on  the  DO  2013  workshop’s  
website: http://definitionsinontologies.weebly.com. 
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ABSTRACT 

In)the)beta)phase)of)the)11th)revision)of)International)Classification)

of)Diseases)(ICD@11),)the)World)Health)Organization)(WHO))intends)to)

accept)public)input)through)a)distributed)model)of)authoring,)in)which)

creating) textual) definitions) for) ICD) categories) is) a) core)use) case.) In) a)

previous) study,)Wikipedia) has) been) demonstrated) as) a) useful) source)

for) textual)definitions)of)diseases.)The)objective)of) the)study) is) to)de@

velop) and) evaluate) a) semantic) web@based) approach) for) harvesting)

multilingual) textual) definitions) from) Wikipedia) to) support) ICD@11)

revision)and) its)public)review.) In)a)prototype) implementation,)we)de@

veloped)a)semantic)web)service)application)known)as)LexReview)that)

automates)the)harvesting)process)in)a)dynamic)way)through)invoking)

and) integrating) three) online) web) services:) 1)) WHO) ICD@11) content)

services;) 2)) NCBO) BioPortal) annotation) services;) and) 3)) DBpedia)

SPARQL)endpoint)query)services.)The)Simple)Knowledge)Organization)

System) (SKOS)) lexical) and)mapping) properties) are) used) to) represent)

the)harvested)definitions.)The)LexReview)service)application)could)be)

extended)to)integrate)the)textual)definitions)from)other)resources)and)

subsequently) consumed) by) a) review) application) to) support) ICD@11)

revision.)

1 INTRODUCTION  
The 11th revision of International Classification of Diseases 
(ICD-11) was officially launched by the World Health Or-
ganization (WHO) in March 2007 (1). The beta phase of the 
ICD-11 revision started in May 2012, and WHO intends to 
accept public input through a distributed model of author-
ing. An ICD-11 Beta Browser application has been devel-
oped and released by WHO (2). The browser provides sim-
ple commenting functionality to allow the domain profes-
sionals to make comments on existing contents, and it in-
tends to introduce more social computing capabilities.  
Lexical properties of ICD categories including titles, syno-
nyms, and textual definitions should be reviewed following 
a standard and homogeneous terminological approach. The 
provision of textual definitions has been regarded as one of 
important criteria for measuring the quality of a terminolo-
gy/ontology (3). In our previous study (4), we demonstrated 
that the textual definitions from the Unified Medical Lan-
guage System (UMLS) (5), the formal definitions of the 
Systematized Nomenclature of Medicine – Clinical Terms 
(SNOMED CT) (6) and the linked open data (LOD) from 
DBpedia (7) are potentially useful resources for supporting 
ICD-11 textual definitions authoring. We argued that the 
ICD-11 project might potentially take advantage of the 
crowd-souring model of Wikipedia (8). Using this model, 
  
* To whom correspondence should be addressed: jiang.guoqian@mayo.edu 

each ICD-11 category would be seeded as a Wikipedia page 
for public input and the definitions of ICD categories would 
be harvested using the DBpedia. 
The objective of the study is to develop and evaluate a se-
mantic web-based approach for harvesting multilingual tex-
tual definitions from Wikipedia to support ICD-11 revision 
and its public review. In a prototype implementation, we 
developed a semantic web service application known as 
LexReview that automates the harvesting process in a dy-
namic way through invoking and integrating a number of 
online web services: 1) WHO ICD-11 content services; 2) 
NCBO BioPortal annotation services; and 3) DBPedia 
SPARQL endpoint query services. The Simple Knowledge 
Organization System (SKOS) lexical and mapping proper-
ties are used to represent the harvested definitions.  

2 BACKGROUND   
2.1 WHO ICD-11 Content Model and Services 
An ICD-11 content model has been developed by WHO to 
present the knowledge that underlies the definitions of an 
ICD entity. The content model is composed of three layers: 
a foundation component, a linearization component and an 
ontological component (9). The foundation component 
stores the full range of knowledge of all classification units 
in ICD. The linearization component corresponds to the 
classical print versions of ICD. The ontological component 
provides references to formal definition of terms and rela-
tionships. Currently, there are 13 defined main parameters 
in the content model to describe a category in ICD, in which 
“Textual Definitions” is one of main parameters for describ-
ing an ICD category. 
Recently, an ICD URI scheme is proposed for naming and 
supporting web services by WHO.  A base URI of 
http://id.who.int has been proposed, with 
http://id.who.int/icd/schema as the prefix for the vocabulary 
terms that related to ICD classification efforts maintained by 
WHO, http://id.who.int/icd/entity for the fundamental foun-
dation entities related to ICD concepts. 

2.2 BioPortal Annotation Services 
The National Center for Biomedical Ontology Annotator is 
an ontology-based web service for annotating the textual 
biomedical data with biomedical ontology concepts (10, 11). 

Selja Seppälä
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The biomedical community can use the Annotator service to 
tag datasets automatically with concepts from more than 
300 ontologies coming from the two most important bio-
medical ontology & terminology repositories: the Unified 
Medical Language System (UMLS) Metathesaurus and 
NCBO BioPortal. Such annotations contribute to create a 
biomedical semantic web that facilitates translational scien-
tific discoveries by integrating annotated data. In this study, 
the Medical Subject Headings (MeSH) (12) was configured 
to annotate the preferred labels of ICD-11 categories. 

2.3 DBpedia SPARQL Endpoint 
DBpedia is a crowd-sourced community effort to extract 
structured information from Wikipedia and make this in-
formation available on the Web (7). DBpedia adopts Se-
mantic Web Linked Open Data technology and its datasets 
are rendered in RDF format and can be accessed online via a 
public SPARQL query endpoint at http://dbpedia.org/sparql. 
The endpoint is provided using OpenLink Virtuoso as the 
back-end RDF database engine. 
DBpedia also defines an ontology to organize its datasets. 
The ontology is a shallow, cross-domain ontology and co-
vers 359 classes that form a subsumption hierarchy and are 
described by 1,775 different properties. In this study, we 
used one of the classes http://dbpedia.org/ontology/Disease 
and extracted all instances of the class for obtaining textual 
definitions. 

2.4 Semantic Web Technologies 
The World Wide Web consortium (W3C) is the main stand-
ards body for the World Wide Web (13). The goal of the 
W3C is to develop interoperable technologies and tools as 
well as specifications and guidelines to lead the web to its 
full potential. The resource description framework (RDF), 
web ontology language (OWL), and SPARQL (a recursive 
acronym for SPARQL Protocol and RDF Query Language) 

specifications have all achieved the level of W3C recom-
mendations, and are becoming generally accepted and wide-
ly used.  
The SKOS data model views a knowledge organization sys-
tem as a concept scheme comprising a set of concepts 
(14).The vocabulary used in the SKOS data model is a set of 
URIs that specifies the notion of SKOS concepts, concept 
schemes, lexical labels, notations, documentation properties 
and semantic relations. SKOS data are expressed as RDF 
triples. An increasing number of SKOS datasets in RDF are 
publicly available. 

3 SYSTEM ARCHITECTURE   
Figure 1 shows the system architecture of our approach. The 
LexReview service appplication invoked and integrated 
mainly three web services: 1) WHO ICD-11 content 
services for retrieving preferred label and definition for a 
target ICD entity; 2) NCBO BioPortal annotation services 

for retrieving the MeSH term annotation and its ID; and 3) 
DBpedia SPARQL endpoint query services for retrieving 
textual definitions by MeSH ID.  

 
Figure 1. System architecture of the LexReview service 
application. 

4 PROTOTYPE IMPLEMENTATION 
The LexReview service application was implemented using 
a Java-based RESTful web services JAX-RS API known as 
Jersey (15) and a Jena ARQ API (16) that is a Java-based 
query engine for Jena that supports SPARQL RDF query 
language.   
The service application accepts a standard URI of a single 
ICD entity as input. For example, the URI - 
http://id.who.int/icd/entity/718946808 represents an ICD 
entity Angina pectoris. Figure 2 shows the HTML rendering 
of the ICD entity Angina pectoris dispalyed through a web 
browser. 
The content of an ICD-11 entity can be accessed through 
Content Negotiation that is a mechanism of RESTful 
services that makes it possible to serve different 
representation of a resource at the same URI. The WHO 
ICD content services provide the content representation in 
the formats of HTML, RDF and JSON. First, the system 
retrieved the title and definition of a target ICD entity based 
on its RDF rendering, in which the SKOS lexical properties 
skos:prefLabel and skos:definition are used to represent the 
values. 
Second, the system invoked NCBO BioPortal annotation 
services using the title of a target ICD entity as the input. 
The annotation services were configured to use the ontology 
MeSH only and  the semantic types within the semantic 
group Disorders (17)(see Table 1). The annotation services 
provide a score for each annotation that is the weight based 
on the annotation context. In this prototype implmentation, 
we harvested those annotation with the score=10, meaning 
that a direct annotation is matched with a concept preferred 
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name. We then retrieved the MeSH ID, preferred name and 
URI of each annotation.  

Figure 2. The HTML rendering of the ICD entity Angina pectoris. 
 
Table 1. A list of semantic types within the semantic group Disor-
ders 

DISO|Disorders|T020|Acquired Abnormality 
DISO|Disorders|T190|Anatomical Abnormality 
DISO|Disorders|T049|Cell or Molecular Dysfunction 
DISO|Disorders|T019|Congenital Abnormality 
DISO|Disorders|T047|Disease or Syndrome 
DISO|Disorders|T050|Experimental Model of Disease 
DISO|Disorders|T033|Finding 
DISO|Disorders|T037|Injury or Poisoning 
DISO|Disorders|T048|Mental or Behavioral Dysfunction 
DISO|Disorders|T191|Neoplastic Process 
DISO|Disorders|T046|Pathologic Function 
DISO|Disorders|T184|Sign or Symptom 

 
Third, when the system had a MeSH term annotated for a 
target ICD entity, the system invoked the DBpedia 
SPARQL enpoint to retrieve the textual definitions of a 
DBpedia entry coded in a MeSH ID. Figure 3 shows the 
SPARQL query used to retrieve mulilingual textual 
definitions from the instance entries of a DBpedia class 
“Disease” (i.e., http://dbpedia.org/ontology/Disease).  

Figure 3. The SPARQL query used to retrieve multilingual textual 
definitions from DBpedia for a MeSH ID  (e.g., D018805 for the 
MeSH term Sepsis) 
 
Here, we asserted that the values of the predicate dbpe-
dia:abstract are candidates for textual definitions. We used 
the language tags as a filter to retrieve those textual defini-
tions in six official languages adopted by the WHO (18), i.e. 
“ar” standing for Arabic, “zh” for Chinese, “en” for English, 
“fr” for French, “ru” for Russian,  and “es” for Spanish. 
Finally, we represented the MeSH mapping based on 
BioPortal annotation services and the multilingual textual 
definitions retrieved for a target ICD category in RDF 
format, in which the SKOS lexical and mapping properties 
(skos:prefLabel, skos:definition, skos:closeMatch, 
skos:exactMatch) are used. We then exposed the RDF 
rendering through a RESTful service API. Figure 4 shows 
an example of RDF rendering of multilingual textual 
definitions for a target ICD-11 entity Angina pectoris. As 
illustrated in the figure, we used the predicate 
skos:closeMatch to represent the relationship between the 
target ICD entity and its MeSH annotation 
http://purl.bioontology.org/ontology/MSH/D000787. We 
used the predicate skos:exactMatch to represent the 
relationship between the MeSH annotation with the 
DBpedia entry http://dbpedia.org/resource/Angina_pectoris 
because they share the same MeSH ID. There are 11 
definition entries in 5 languages available for the DBpedia 
entry and the predicate skos:definition is used to represent 
them. In addition, we also put the original title and 
definition of the target ICD entity in the RDF rendering 
using the predicates skos:prefLabel and skos:definition.  
The prototype implementation will be accessible soon 
through 
http://informatics.mayo.edu/rest/project/icd11/lexreview/def
inition?uri=http://id.who.int/icd/entity/718946808, in which 
the uri parameter can be replaced by any other ICD entity 
URIs. 
Table 2 shows a list of ICD-11 entity examples (n=10) that 
have Wikipedia definition matches. The first column in Ta-
ble 2 shows the ICD-11 entity URI and its preferred label; 
the second column shows the corresponding Wikipedia URI 
for each ICD-11 entity matched by the system, and the 
codes for available languages; the third column shows the 
MeSH ID being an anchor between an ICD-11 entity and an 
Wikipedia entry. For each ICD-11 entity in Table 2, the 
Wikipedia definition entries are available at least in two 
language codes (range from 2-5 codes). The first author of 
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the paper (GJ) reviewed all definition entries in Chinese 
(n=5) available from the 10 ICD-11 entity examples, and 
concluded that the quality of the definitions in Chinese are 
reasonably good and could be useful for supporting ICD-11 
multilingual definition authoring. 

5 DISCUSSION   
In this study, we developed a semantic web service applica-
tion that provides a dynamic way to harvest textual disease 
definitions of Wikipedia to support the ICD-11 textual defi-
nitions authoring and its public review.  The “Dynamic” 
means that the service application would always retrieve the 
most current textual definitions stored in the DBpedia da-
taset. We found that MeSH IDs (i.e., dbpedia:meshId) are 
used to code the DBpedia entries under the class “Disease”, 
which provide a good anchor to access the textual defini-
tions of a DBpedia entry. As of April 14, 2013, there are 
5,126 entries under the class “Disease”, of which 2809 
(54.8%) entries have MeSH IDs annotated (covering 2505 
unique IDs).  In total, 19,696 (71.5%) of 27, 540 textual 
definitions are available for those DBpedia disease entries 
with MeSH IDs. In future, we will build an approach to 
match those DBpedia disease entries that do not have MeSH 
IDs coded. 
To get a MeSH term mapping to a target ICD entity, we 
invoked the BioPortal annotation services. We used a heu-
ristic configuration by restricting the ontology to the MeSH 

only and setting up the semantic types within the semantic 
group Disorders. In our previous study, we used the UMLS 
CUIs to convert the ICD-10 codes to MeSH IDs. Consider-
ing that the ICD-11 covers many new terms other than ICD-
10 terms, our approach in this prototype implementation 
may potentially provide a better coverage though a rigorous 
evaluation would be needed in the future. 
In addition, we used SKOS lexical and mapping properties 
to represent the annotations and harvested textual defini-
tions. The main reason is that the SKOS model provides a 
set of semantic web friendly signatures with well-defined 
semantics as we demonstrated in our previous study (19). 
In summary, we developed a prototype of semantic web 
RESTful services that automates harvesting multilingual 
textual definitions of Wikipedia to support ICD-11 textual 
definition authoring and its public review. The LexReview 
service application could be extended to integrate the textual 
definitions from other resources and subsequently consumed 
by a review application to support ICD-11 revision. In the 
future, we plan to evaluate the quality and usefulness of the 
harvested multilingual definitions in collaboration with 
WHO ICD-11 revision community. 
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Figure 4. The RDF rendering of harvested textual definitions for an example ICD-11 entity Angina Pectoris 

Table 2. A list of ICD-11 entity examples that have Wikipedia definition matches.  
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ABSTRACT 

This) paper) focuses) on) the) manual) creation) of) contextDdependent)
naturalDlanguage) definitions) in) EcoLexicon,) a) terminological)
knowledge) base) on) the) Environment.) Given) the) interdisciplinary)
nature) of) the) environmental) domain,) many) concepts) in) EcoLexicon)
show)a)high)degree)of)multidimensionality.)In)other)words,)this)means)
that)concepts)can)be)described) from)many)different)perspectives.)For)
such) concepts,) a) single) definition) that) encompasses) the) whole)
environmental) domain) is) not) informative) enough) because) not) all)
environmental) domains) describe) concepts) in) the) same) fashion.) For)
that)reason,)we)propose)the)creation)of)flexible)definitions.)

A)flexible)definition)is)a)system)of)definitions)for)the)same)concept)
composed) of) a) general) environmental) definition) with) a) set) of)
recontextualized)definitions) (definitions) that)describe)a) concept) from)
the)viewpoint)of)a)certain)subject)domain).)This)approach)is)based)on)
category)definitional) templates) and) conceptual) frames) that)provide) a)
consistent) way) of) managing) and) representing) the) dimensions) of)
contextuallyDvariable)concepts)in)terminological)definitions.)

1 INTRODUCTION  
A conceptual system is considered to be multidimensional 
when its concepts are categorized according to different 
characteristics, and thus showing their different dimensions 
(Kageura, 1997). Conceptual representations in 
terminological knowledge bases tend to be 
monodimensional. Sometimes, this may be due to the fact 
that the domain to be described is very constrained and there 
is no need to represent several dimensions. However, the 
usual case is that the terminologist prefers to avoid the 
difficulties associated with managing several dimensions. 
One of the problems that arise with multidimensional 
conceptual systems is the writing of natural-language 
definitions based on feature inheritance, given that 
the relevance of any conceptual feature can change 
depending on the dimension being considered and concepts 
can have more than one hypernym (Bowker, 1996, p. 785).  

In a terminological knowledge base for translators, which 
is the case of EcoLexicon, the framework for this research, 
multidimensional knowledge representation allows the user 
to acquire a better insight into a given concept. This is very 
useful for translators because they may need to translate 
terms that represent concepts viewed from very different 
points of view. 

For the representation of multidimensionality in 
terminological definitions, our proposal consists of the 
creation of several natural-language definitions for a given 
concept, each one describing the concept from a different 
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subdomain of the discipline of the Environment. As a 
consequence, the concept to be defined is situated in 
different conceptual frames, which also affects which 
knowledge is represented in the definitions. 

2 CONCEPTUAL NETWORKS IN 
ECOLEXICON 

EcoLexicon (http://ecolexicon.ugr.es) is a terminological 
knowledge base on the environment. It is concept-oriented 
and multilingual. So far, it has 3,533 concepts and 18,798 
terms in English, Spanish, German, French, Russian, 
Modern Greek, and Dutch as well as linguistic and 
phraseological information for each term. The main target 
users of EcoLexicon are translators, who must undoubtedly 
understand what they read and write in subject fields where 
they are not experts but need to sound like they were. This 
entails that they need to acquire new specialized knowledge 
in a very short time. To enhance knowledge acquisition, 
conceptual information in EcoLexicon is stored and 
represented in different ways. 

On the one hand, specialized knowledge is represented by 
means of conceptual networks codified in terms of 
conceptual propositions in the form of a triple (CONCEPT 
relation CONCEPT), for instance, <SAND type-of SEDIMENT> 
or <MORTAR made-of SAND>. The conceptual relations used 
in EcoLexicon include both hierarchical (hypernymic and 
meronymic) and non-hierarchical relations, some of which 
are domain-specific. Concept nature (OBJECT, PROCESS, or 
PROPERTY) determines the combinatorial potential of 
concepts by means of a closed inventory of conceptual 
relations (León Araúz & Faber, 2010, p. 14). 

On the other hand, conceptual information is also shown 
in the form of natural language definitions in English and 
Spanish, which are based on the most prototypical 
conceptual propositions established by the concept to be 
defined. Additionally, domain-specific knowledge is also 
presented in the form of images and videos. 

2.1 Frame-based Terminology 
The theoretical and methodological framework of 

EcoLexicon is called Frame-Based Terminology (Faber, 
2012). It is a cognitive approach to Terminology inspired in 
the notion of frame as “any system of concepts related in 
such a way that to understand any one of them you have to 
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understand the whole structure in which it fits” (Fillmore, 
1982). 

As well as being linked by conceptual relations, concepts 
are also organized in the underlying conceptual framework 
of the Environmental Event (Fig. 1), where the most generic 
categories of the domain are related to each other in an 
action-environment interface (Faber, 2009, p. 124). 

Fig. 1 Environmental Event (Reimerink & Faber, 2009, p. 631) 

The configuration of the Environmental Event is mapped 
onto specific conceptual frames, as reflected in flexible 
definitions (section 4.2). 

The extraction of specialized knowledge for its 
subsequent representation is carried out semi-automatically 
combining a top-down and bottom-up approach (Faber, 
León Araúz, & Prieto Velasco, 2009, p. 6). On the one 
hand, the bottom-up approach involves the extraction of 
information from a specialized environmental corpus 
compiled specifically for EcoLexicon. This is done by 
manual concordance analysis and keyword extraction 
(Tercedor & López Rodríguez, 2008), and the use of 
knowledge patterns (KPs) (León Araúz, Reimerink, & 
Faber, 2009). 

On the other hand, the top-down approach consists of 
extracting information from the definitions of concepts in 
other specialized terminological resources and reference 
material.  

2.2 Recontextualization 
EcoLexicon has always focused on representing the 

multidimensionality of specialized knowledge, given the 
interdisciplinary nature of the environmental domain. 
However, the simultaneous representation of all conceptual 
dimensions often leads to an information overload in the 
conceptual networks (León Araúz, 2009, p. 23) (Fig. 2). 

 
 
 
 

Fig. 2 Overloaded conceptual network of SAND 

On Fig. 2, all the dimensions of SAND are represented at 
the same time. SAND is a contextually-variable concept that 
can have different characteristics and be linked to other 
concepts depending on the context. However, all the 
properties of the concept are never activated at the same 
time in real scenarios. For instance, SAND can be 
categorized as a subtype of SEDIMENT, a SOIL_COMPONENT, 
a FILTRATION MEDIUM, etc. in different contexts, but not all 
of them simultaneously. Contextual variation also affects 
other types of relation, such as functional ones. Sand, in the 
CIVIL ENGINEERING domain, is related to CONSTRUCTION, 
whereas in WATER TREATMENT, it is linked to 
WATER_FILTRATION. 

Thus, the problem of overinformation can be resolved by 
recontextualizing the relational behaviour of concepts (León 
Araúz, 2009). Recontextualization is thus the process by 
which triples are stored and represented in a knowledge 
base, according to the restrictions imposed by different 
situational contexts. This approach makes it possible to 
account for the multidimensionality of concepts and, at the 
same time, to avoid information overload. 

In EcoLexicon, the notion of situational context is related 
to the constraints imposed by environmental subdomains, 
such as HYDROLOGY, GEOLOGY, OCEANOGRAPHY, CIVIL 
ENGINEERING, etc.1 

Recontextualization is performed by specifying which 
conceptual propositions (triples) are prototypically activated 
in each domain. This allows the representation of conceptual 

  
1 For the complete list of contextual domains in EcoLexicon, see León 
Araúz & San Martín (2011, p. 175) 
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networks restricted to the conceptual propositions that are 
salient in a certain domain (Fig. 3).  

Fig. 3. SAND recontextualized in the SOIL SCIENCES domain. 

3 DEFINITIONS IN ECOLEXICON 
In EcoLexicon, definitions are regarded as mini-knowledge 
representations (Faber, 2002, p. 345). As such, they are 
based on the most representative conceptual propositions 
established by the concept in EcoLexicon. Each conceptual 
proposition is considered to be a feature of the concept. 

The representativeness of each feature is determined by 
the category assigned to the concept being defined. Each 
category has a set of representative conceptual relations that 
describe it. They are specified in the category definitional 
template (León Araúz, Faber, & Montero Martínez, 2012, 
pp. 153–154). 

3.1 Category definitional templates 
Category definitional templates are schematic 
representations of the most prototypical relations established 
by the concepts that are members of the same category. 
They guide the formulation of definitions. They are encoded 
in the form of a slot-filler table like Martin’s frame-based 
definitions (Martin, 1998). In our approach, the slots 
correspond to conceptual relations and the values to the 
concepts linked to the definiendum by means of the 
conceptual relations. When applying a template to a 
concept, it may only inherit the relation (slot) with the 
defined concept (value) in the template or activate a more 
specific concept than the one in the template. An example 
would be the template for 
HARD_COASTAL_DEFENCE_STRUCTURE (Table 1), which is 
applied to the definition of GROIN (Table 2), a member of 
this category. 
 

HARD_COASTAL_DEFENCE_STRUCTURE 
type-of CONSTRUCTION 
located-at SHORELINE 
made-of MATERIAL 

has-function COASTAL_DEFENCE 

Table 1. HARD_COASTAL_DEFENCE_STRUCTURE category definitional 
template (León Araúz et al., 2012, p. 156) 

GROIN 
Hard coastal defence structure made of concrete, wood, 
steel and/or rock perpendicular to the shoreline built to 
protect a shore area, retard littoral drift, reduce 
longshore transport and prevent beach erosion. 
type-of HARD COASTAL DEFENCE STRUCTURE 
located-at PERPENDICULAR TO SHORELINE 

made-of 

CONCRETE 
WOOD 
METAL 
ROCK 

has-function 

SHORE PROTECTION 
LITTORAL DRIFT RETARDATION 
LONGSHORE TRANSPORT REDUCTION 
BEACH EROSION PREVENTION 

Table 2. Definition of GROIN after the application of the 
HARD_COASTAL_DEFENCE_STRUCTURE category template (León Araúz et 
al., 2012, p. 156). 

Category definitional templates are created by combining 
a bottom-up and top-down approach On the one hand, the 
top-down approach signifies that the membership in top-
level categories partly determines the configuration of the 
definition. On the other hand, we also take into account the 
extension of a category (bottom-up approach), because a 
category is not only determined by its superordinates but 
also by its members. Consequently, before defining a 
concept, it is necessary to categorize it and then analyze the 
other members of the category so as to modulate the 
template inherited from superordinate categories. 

4 FLEXIBLE DEFINITIONS 
For concepts with a high level of contextual variation, a 
single definition that encompasses the whole environmental 
domain is not sufficiently informative, as is the case of these 
definitions of SAND in different environmental 
terminological resources: 

• Mineral rock fragments (sediment) which have a 
particle size between 0.06 millimetres and 2.0 
millimetres, which is between −1.0 and 4.0 on the phi 
(φ) scale. [A Dictionary of Environment and 
Conservation (Park, 2007)] 

• Unconsolidated sediment consisting of mineral 
granules ranging between about 60 μm and 2 mm in 
diameter. particles of silica or quartz (SiO2) are 
common components of sand. [The Environment 
Dictionary (Kemp, 1998)] 
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• A loose material consisting of small mineral particles, 
or rock and mineral particles, distinguishable by the 
naked eye; grains vary from almost spherical to 
angular, with a diameter range from 1/16 to 2 
millimeters. [GEneral Multilingual Environmental 
Thesaurus (GEMET) (European Environment Agency, 
2012)] 

These definitions of SAND are not very useful for a 
translator dealing with the concept of SAND in different 
environmental subdomains. For instance, in CIVIL 
ENGINEERING, it is important to know the different functions 
of sand, and in SOIL SCIENCES, how sand affects the 
properties of the soils in which it can be found. 
Furthermore, no consensus seems to exist regarding SAND 
hypernyms (i.e. FRAGMENT, SEDIMENT, MATERIAL), because 
they are also source of contextual variation, which shows 
that knowledge is not naturally structured in clear-cut 
taxonomies. 

For that reason, we propose the creation of ‘flexible 
definitions’. A flexible definition is a system of definitions 
for the same concept composed of a general environmental 
definition along with a set of recontextualized definitions 
derived from it, which situate the concept in different 
domains. 

Since flexible definitions follow the same premises used 
in the recontextualization of conceptual networks (section 
2.2.), they account for the systemic factor in definition 
building. According to Seppälä (2012, p. 153), as a function 
of this factor, the relevant features to be included in a 
definition are determined by the conceptual system in which 
the concept is inserted. 

Recontextualized definitions are standalone, and thus 
convey all the necessary information to define a concept in a 
certain domain, independently of the other definitions in the 
set. Table 3 presents an extract of the flexible definition of 
SAND2: 

 
General 
Environment
al Definition 

Mineral material consisting mainly of 
particles of quartz ranging in size of 
0.05-2 mm. 

Geology 
Definition 

Sediment consisting mainly of 
particles of quartz ranging in size of 
0.05-2 mm that is part of the soil and 
can be found in great quantities in 
beaches, river beds, the seabed, and 
deserts. 

Soil 
Sciences 
Definition 

Unconsolidated inorganic soil 
component consisting mainly of 
particles of quartz ranging in size of 
0.05-2 mm that are the result of 
weathering and erosion. It renders 
soils light, acidic, and permeable. 

  
2 Not all domains are included in this example. 

Civil 
Engineering 
Definition 

Natural construction aggregate 
consisting mainly of particles of 
quartz ranging in size of 0.05-2 mm 
that is mixed with cement, lime and 
other materials to produce concrete 
and mortar. 

Table 3. Extract of the flexible definition of SAND 

In a flexible definition, the general environmental 
definition encodes the basic meaning present in all 
contextual domains and the recontextualized definitions can 
be considered a variation of it. For this reason, the general 
environmental definition includes those propositions shared 
by all the recontextualized definitions (e.g., in the definition 
of SAND: <SAND made_of QUARTZ>)3. 

4.1 Creation of the recontextualized hierarchies 
One of the main difficulties posed by flexible definitions is 
that, contrary to what one might think, even hypernyms are 
subject to contextual variation. Quite understandably, this 
can impair feature inheritance in a hierarchy. As shown in 
Table 3, SAND is categorized in different ways depending on 
how the concept is prototypically conceived in each domain.  

Since a coherent hierarchy needs to be specified before 
the defining process in order to assure correct feature 
inheritance4, in the case of flexible definitions, each 
contextual domain requires its own hierarchy. The main 
information sources that determine how to categorize a 
concept are the definition of the concept in other 
terminological resources and KP-based corpus analysis. 

On the one hand, extracting the hypernyms of a concept 
from other resources has its limitations. The first is the fact 
that it is not usual to find various definitions for the same 
concept in resources that focus on different domains. For 
instance, definitions of SAND can be found in Geology and 
Soil Sciences dictionaries and glossaries. But it is unusual to 
find an entry for SAND in Water Treatment or Meteorology 
resources, since the concept is less prototypical in the latter. 

On the other hand, however, KP-based corpus analysis 
(Meyer, 2001) is more useful for the extraction of context-
specific hypernymic relations This method permits the 
specification of the possible categorizations of a concept in 
a given contextual domain by applying KP searches to do-
main-specific corpora. 

  
3 For details on how the general environmental definition is built and the 
way the recontextualized definitions stem from it, see León Araúz & San 
Martín (2012). 
4 Currently EcoLexicon is stored in the form of a relational database. 
Although it is in the process of becoming a formal ontology, no feature 
inheritance mechanisms have been implemented yet. However, 
terminologists manually take feature inheritance into account during 
conceptual modeling and definition writing.  
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However, all the hypernym candidates extracted with 
these two methods can only be used as a guide. Concepts 
can be categorized in several ways even in the same 
knowledge domain. In fact, many of the categories that can 
be extracted with these two methods could be considered ad 
hoc categories (Barsalou, 1983), constructed for a specific 
purpose in a certain situation and lacking conventionaliza-
tion, rather than well-established categories. 

The main guidelines for the structuring of 
recontextualized hierarchies in EcoLexicon are coherence 
(for correct feature inheritance once all the data is 
implemented in an ontology) and the activation of the most 
prototypical underlying conceptual frame.  

4.2 Underlying conceptual frames 
According to the principle of cognitive economy (Rosch, 
1978, p. 28), categorization serves to mentally store and 
retrieve the properties generally associated with a concept in 
a cost-efficient manner. This also applies to the choice of 
genus in a definition. It follows that by choosing a genus, 
certain features are assigned to the definiendum (those 
inherited via the genus) without the need to list them 
explicitly in the definition. 

As for recontextualized definitions, the choice of genus is 
even more important because by categorizing a concept as a 
member of a contextual domain, it is inserted into a specific 
conceptual frame. Such a frame takes the form of a 
description that relates different conceptual categories. 
Whereas in FrameNet (Ruppenhofer, Ellsworth, Petruck, 
Johnson, & Scheffczyk, 2006), frames are described by 
stating the relation between frame elements, in our proposal 
we use the categories in the Environmental Event as well as 
any concept in EcoLexicon. If the frame is an event 
composed of different stages, the information is expressed 
sequentially (Table 4). 

Unlike in Fillmore’s double-decker definitions (2003) or 
Maks’ contextual definitions (2006), the conceptual frame is 
not part of the definition. It is created in order to guide the 
creation of the definitional templates of the categories 
appearing in it. In other words, the definition includes the 
information of the conceptual frame. As a consequence, the 
recontextualized definition of a concept is determined by the 
category to which it belongs and the underlying frame in 
which it takes part. 

When SAND is categorized as SEDIMENT in GEOLOGY, 
SOIL_COMPONENT in SOIL SCIENCES, and 
CONSTRUCTION_AGGREGATE in CIVIL ENGINEERING this 
situates it in the frames of SEDIMENTATION (Table 4), 
SOIL_PROPERTIES (Table 5), and 
COMPOSITE_MATERIAL_PRODUCTION (Table 6), 
respectively.  

 
 
 

Frame: SEDIMENTATION  
Contextual domain: GEOLOGY 

1. A MATERIAL suffers WEATHERING and EROSION 
and, as a consequence, becomes a SEDIMENT. 

2. NATURAL_AGENTS transport the SEDIMENT. 
3. The SEDIMENT is deposited in a 

GEOGRAPHIC_FEATURE. 

Table 4. SEDIMENTATION frame 

Frame: SOIL_PROPERTIES  
Contextual domain: SOIL SCIENCES 
SOIL is composed of SOIL_COMPONENTS that determine 
the SOIL’S PHYSICAL, CHEMICAL, and 
BIOLOGICAL_PROPERTIES. 

Table 5. SOIL_PROPERTIES frame 

Frame: COMPOSITE_MATERIAL_PRODUCTION  
Contextual domain: CIVIL ENGINEERING 
A HUMAN_AGENT produces COMPOSITE_MATERIAL by 
mixing a CONSTRUCTION_AGGREGATE with a MATRIX so 
as to use it in CONSTRUCTION. 

Table 6. COMPOSITE_MATERIAL_PRODUCTION frame 

5 THE CASE OF SAND IN THE 
CONTEXTUAL DOMAIN OF CIVIL 
ENGINEERING 

In the CIVIL ENGINEERING hierarchy, SAND is categorized as 
a CONSTRUCTION_AGGREGATE, which itself is a subordinate 
of MATERIAL. Therefore, the category definitional template 
for MATERIAL affects the category definitional template of 
CONSTRUCTION_AGGREGATE, and the latter can be used, in 
turn, for the definition of SAND. 

Table 7 and 8 show the category definitional templates for 
MATERIAL and CONSTRUCTION_AGGREGATE. 

 
MATERIAL 

type-of PHYSICAL OBJECT 
made-of SUBSTANCE 
component-of PHYSICAL OBJECT 

Table.7. MATERIAL category definitional template 

CONSTRUCTION_AGGREGATE 
Material consisting of particles that is mixed with a 
matrix to produce composite material to be used for 
construction. 
type-of MATERIAL 
made-of SUBSTANCE_PARTICLES 

component-of COMPOSITE_MATERIAL (when mixed 
with MATRIX) 
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has-attribute NATURAL/ARTIFICIAL 
has-function CONSTRUCTION 

Table 8. CONSTRUCTION_AGGREGATE category definitional template with 
definition 

The category definitional template for 
CONSTRUCTION_AGGREGATE is partly determined by its 
superordinate concept MATERIAL. Therefore, it activates the 
relations made-of and component-of. The underlying 
COMPOSITE_MATERIAL_PRODUCTION frame (Table 6) is the 
reason why the concepts COMPOSITE_MATERIAL and 
MATRIX are part of one of the values in the template. The 
relations has-attribute and has-function, as well as the 
specification that a <CONSTRUCTION_AGGREGATE is made-
of PARTICLES>, are included in the template because of the 
subordinate concepts of CONSTRUCTION_AGGREGATE. An 
analysis of its category members such as SAND, GRAVEL, or 
SLAG reveals that such information is relevant for the 
description of the category. 

Table 9 shows the definition of SAND after the application 
of the category definitional template of 
CONSTRUCTION_AGGREGATE. 
 

SAND 
Natural construction aggregate consisting mainly of 
particles of quartz ranging in size of 0.05-2 mm that is 
mixed with cement, lime and other materials to produce 
concrete and mortar. 
type-of CONSTRUCTION_AGGREGATE 
made-of (0.05-2 MM) QUARTZ_PARTICLES 
component-
of 

MORTAR/CONCRETE (when mixed with 
CEMENT/LIME) 

has-attribute NATURAL 

Table 9. SAND category definitional template and definition in the CIVIL 
ENGINEERING contextual domain 

As can be observed in Table 9, the proposition <SAND 
has-function CONSTRUCTION> does not appear either in the 
definition or in the template for SAND. This is because this 
proposition is inherited from CONSTRUCTION_AGGREGATE, 
and it is thus implicit. The other relations are represented in 
the definition because they are a further specification of the 
category definitional template of 
CONSTRUCTION_AGGREGATE. 

6 CONCLUSIONS 
A single definition is not sufficient to describe 
multidimensional concepts that participate in many different 
conceptual frames. Context is an essential factor in the 
choice of definitional information. Depending on the 
context, a concept may be categorized differently and 

therefore establish a link to a different conceptual frame. 
This underlying conceptual frame guides the configuration 
of the category definitional template to be used in the 
defining process. 

Because of the inherent limitations of using a closed 
inventory of conceptual relations, category definitional 
templates are not as expressive as natural language. Thus, 
there is the need to nuance the information in the templates. 
Although the configuration of category definitional 
templates and frames can be time-consuming, we plan to 
streamline these tasks in the future by formalizing all this 
information in an ontology. Our approach based on category 
definitional templates and frames provides a consistent way 
of managing and representing the different dimensions of 
contextually-variable concepts in terminological definitions. 
This enhances knowledge acquisition in terminological 
knowledge bases because it affords users a clearer and more 
coherent vision of each concept and its contextualized 
meaning in different knowledge domains. 
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ABSTRACT 

For almost 14 years in the Language Engineering Group we 
have worked on a wide variety of Natural Language Processing 
(NLP) problems, being one of the earliest in the creation and opera-
tion of onomasiological dictionaries. During that time we have fo-
cused on search engine dictionary improvement, but recently our 
aim has been a development methodology for creating specialized 
onomasiological dictionaries in a semi-automatic way. 

To automate the creation of onomasiological dictionaries neces-
sarily implies the automatic execution of used processes to populate 
the dictionaries knowledge base. Due to the nature of these diction-
aries, the definitions that must be included in the knowledge base 
are both normative and colloquial. 

In this paper we present a proposal for semi-automatically popu-
lating the knowledge base of these dictionaries. 

 

1 INTRODUCTION  
An onomasiological dictionary is a dictionary that works in 
back to front way from “regular” or semasiological diction-
aries. In onomasiological dictionaries users already know 
the definition of a term, but they do not know or have for-
gotten the name for that concept (this last problem is com-
monly known as having a word on the tip of the tongue) 
(Zock et al, 2011). 

Onomasiological dictionaries have been classified into 
visual dictionaries, reverse dictionaries, thesaurus and syno-
nym dictionaries. These dictionaries were created in order to 
solve the tip-of-the-tongue problem, but people still have 
difficulty using them because they require either that the 
user knows the precise words to describe the term, or its 
classification (i.e. when using a reverse dictionary to find 
the word potato, you might have to know that a potato is a 
tuber, and that tubers are a kind of plant). With visual dic-
tionaries there is also the problem that not every concept has 
a visual image to represent it. For these reasons it has been 
suggested that free-text searcher ―also known as Natural 
Language searching― is a viable option for solving this 
problem (Lancaster, 1972) since they allow the user to de-
scribe their idea of the concept in the way they would use to 
explain it to another human. 

The creation of onomasiological dictionaries that solve 
inputs written in natural language improves the user experi-
ence, but it creates some major challenges that the develop-

  
* GSierraM@iingen.unam.mx 

ers must handle (Dutoit et al, 2002 and Bilac et al, 2004). 
The most demanding task might be the one arisen from the 
different ways in which a person can express the same con-
cept, and also the fact that user definitions might not match 
the formal definitions found in conventional dictionaries. 

In short, natural language onomasiological dictionaries 
need a rich knowledge base which includes not only formal, 
but also informal definitions. Knowledge bases can be ob-
tained from ontologies, like in the projects Genoma KB 
(Cabré et al, 2004) and ONTODIC (Alcina, 2009). Howev-
er, given the main goal of onomasiological dictionaries, for 
this work we decided to extract their Knowledge Bases from 
definitions written in texts. These definitions, on the other 
hand, can be used not only to populate the Knowledge Base, 
but also to create ontologies (Sierra, 2008). 

2 DEBO 
DEBO is the first onomasiological dictionary developed in 
the Language Engineering Group and it works with user 
queries given in natural language. DEBO is a specialized 
dictionary and it was originally made as a dictionary of Nat-
ural Disasters, but today its structure and search engine has 
been extrapolated to other areas such as Linguistics, Metrol-
ogy, Veterinary, and Sexuality. 
 

2.1 The search method 
The dictionary works with a search engine developed by 
Sierra (1999) and improved later by Hernández (2011). This 
engine is comprised by 

• A number of terms of an area of specialization, which 
are the ones that the dictionaries can retrieve as a pos-
sible answer to the user’s queries. 

• A knowledge base that includes a variety of both nor-
mative and colloquial definitions. 

• A set of key words extracted from the definitions and 
associated with the terms. 

• A stop list that contains a catalog of “empty words”, 
such as prepositions, articles and conjunctions. 
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• A set of groups of words called paradigms, which are 
groups of words with similar meaning either in area of 
specialization or in regular speech.  

 
The search method follows 5 steps: 

(1) The system receives the query of the user as an input. 
(2) The system analyzes de input and extracts its key-

words by filtrering them with the aid of the stop list. 
(3) The system searches among the paradigms the ones 

to which each keyword of the input corresponds. 
(4) The system searches for terms that coincide in at 

least one paradigm with the input’s one. 
(5) The system retrieves the terms ordered by the num-

ber of paradigms that each term has in common with 
the input ―in case of a tie, the system ranks each 
term according to the order in which the paradigms 
are presented in the definition against the input―. 
The terms are divided in “very probable”, “probable” 
and “not too probable” columns. 

Fig. 1. Diagram of the search method. 
 
For example, suppose someone enters as an input of the 
dictionary “someone who hates gays”, and in the knowledge 
base there is the definition “homophobic: a person who des-
pises homosexuals”, and in the knowledge base there are 
also the following three paradigms. 
 

Paradigm 1  Paradigm 2  Paradigm 3 
someone  hate  gay 
person  loathe  homosexual 
people  contemn  lesbian 
Individual  despise  queer 
dude  abhor  dyke 

Fig. 2. Example of paradigms in the knowledge base of an 
onomasiological dictionary of sexuality. 

The user’s definition is related to paradigms 1, 2 and 3, 
while one of the definitions of the term homophobic is relat-
ed to the same paradigms in exactly the same order, which 
means that the term homophobic will be on the top of the 
output for this query. 

2.2 The search engine performance 
Hernández (2011) created the Onomasiological Dictionary 
of Sexuality for Mexican Spanish (DOS-MX) which used 
this search method. The knowledge base of this dictionary 
consisted of 975 both colloquial and normative definitions 
for 332 terms. All the definitions were found and retrieved 
manually from the Internet. 

This dictionary had an added difficulty since it also had 
to be able to handle double-meaning words and phrases that 
are very commonly used in Mexico when talking about sex. 
In order to cope with this additional component, the diction-
ary’s paradigms were extended to include double meaning 
words and even pejorative terms (see Paradigm 3 on Fig. 2), 
taking into account not only formal synonyms but also col-
loquial equivalents. In total there were over 33,000 different 
words organized in over 25,000 paradigms.  

Fig. 3. Example of an output of the Onomasiological Dic-
tionary of Sexuality for Mexican Spanish (DOS-MX) 

 
There was an experiment to test the precision of the 

DOS-MX. This experiment consisted on making students 
write definitions of sexuality terms and to give their defini-
tions to another student who wouldn’t know which terms 
were described and would try to guess. 

The precision of the dictionary was 71% when tested 
with natural language entries from users that weren’t in-
volved in the development of the dictionary, which is not 
bad compared to other non-English onomasiological dic-
tionaries such as the one of El-Kahlout et al (2004) which 
has a precision of 66% in similar tests. However, a vast op-
portunity to improve exists. 
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2.3 A new improvement proposal 
After the experience of the sexuality dictionary, it was con-
cluded that the use of paradigms is not enough to try and 
cover all the ways in which a person can describe a concept. 
It was clear that there is a need to obtain many more differ-
ent definitions in order to have a wide variety of expressions 
and ideas for every concept. 

But increasing the number of definitions will also tend to 
increase the number of options from which the dictionary 
will have to choose, which is why there is also a need for 
organizing the definitions and terms into some sort of cate-
gories that will facilitate the selection of the correct terms. 

The main problem then is to find a way to obtain a large 
number of definitions for the terms and classify them. This 
should be done in an automatized way, because by doing it 
manually will take too long and imply high resource usage.  

3 ECODE 
ECODE is a program that was developed in the Lan-

guage Engineering Group with the objective of automatical-
ly detecting definitional contexts from specialized texts 
(Alarcón, et al 2008). 

According to Alarcón, et al (2007), a definitional context 
is a textual fragment in which the definition of a term oc-
curs. It is structured by a term and its definition, both being 
connected typographically by means of syntactic or typo-
graphic patterns. 

These patterns in Spanish can be punctuation marks, such 
as comas, colons and parenthesis; verbs like definir (to de-
fine) or significar (to mean); discourse markers similar to en 
otras palabras (in other words), o sea (that is); and even 
pragmatic patterns like en este conexto (in this context) or 
en términos generales (in general terms). For example: 

 
Desde el punto de vista de la sexología, se puede definir 
una relación sexual como el acto en el que dos personas 
mantienen contacto físico con el objeto de dar y/o recibir 
placer sexual, o con fines reproductivos. 
 

(From a sexology point of view, a sexual intercourse can 
be defined as the act in which two people have physical 
contact with the objective of giving and/or getting sexual 
pleasure or with reproductive purposes) 
 

The following features can be obtained from this example: 

Term: “relación sexual” (sexual intercourse). 
Definition: “acto en el que dos personas mantienen contacto 

físico con el objeto de dar y/o recibir placer sexual, o 
con fines reproductivos” (act in which two people have 
physical contact with the objective of giving and/or 
getting sexual pleasure, or with reproductive purposes). 

Connecting verbal pattern: “se puede definir […] como” 
(can be defined as). 

Pragmatic pattern as context modifier: “Desde el punto 
de vista de la sexología” (From a sexology point of 
view) 

 
In order to automatically detect the features or components 
of a definitional context, Alarcón et al (2007) propose fif-
teen definitional verbal patterns divided into simple and 
compound ones (see Table 1). 
 

Simple verbal definitional 
patterns 

Compound verbal 
definitional patterns 

• concebir (to conceive) 

• definir (to define) 

• entender (to understand) 

• identificar (to identify) 

• significar (to signify) 

• consistir de (to consist of) 

• consistir en (to consist in) 

• constar de (to comprise) 

• denominar también (also denominated) 

• llamar también (also called) 

• servir para (to serve for) 

• usar como (to use as) 

• usar para (to use for) 

• utilizar como (to utilise as) 

• utilizar para (to utilise for) 
Table 1.  Definitional verbal patterns used by ECODE 

 
The program processes the specialized texts and searches 
for definitional contexts. However, not every verbal defini-
tional pattern that is found truly corresponds to a definition. 
There are some other expressions that use the same patterns 
with objectives other than give a definition. For this reason, 
Alarcón et al (2006) analyzed the use of these patterns in 
non-definitional contexts and found some sequences of 
words that are often used near a definitional verbal pattern. 

Those sequences were found in some specific positions. 
For instance, some negation words like no (not) or tampoco 
(either) were found in the first position before or after the 
definitional verbal pattern; also adverbs like tan (so) as well 
as sequences like no más de (not more than) were found 
between the definitional verb and the nexus como (like); 
finally, syntactic sequences like adjective + verb were found 
in the first position after the definitional verb.  

Once the system has eliminated non-definitional con-
texts, it proceeds to identify the features that form the defi-
nitions. For this, it uses a decision tree based on regular ex-
pressions which allows the system to identify and tag the 
position of every feature. These regular expressions are: 

 
Term = BORDER (Determinant) + Noun + Adjective. 

{0,2} .* BORDER  
Pragmatic Pattern = BORDER (sign) (Preposition | 

Adverb) .* (sign) BORDER  
Definition = BORDER Determinant + Noun .* 

BORDER 
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The whole process of definitional contexts detection is 
shortened in the following diagram. 

 

 
Fig. 4.  ECODE architecture (taken from Alarcón, 2006) 

 

4 DESCRIBE 
ECODE was originally developed as a definitions extractor 
from specialized texts. However, the same definitional ver-
bal patterns that are used in formal documents are also used 
in informal ones. 

With this in mind, the Language Engineering Group has 
been working on the development of DESCRIBE, an ex-
tended scope of ECODE which extracts definitions from 
texts written in colloquial language. 

This new adaptation consists on a module that automati-
cally extracts search results from the Internet about a partic-
ular term, and then retrieves the contents of the web pages 
that match that search and analyses them looking for new 
definitions. 

This tool removes all definitions that are repeated, and 
looks not only in formal websites, but also in open forums, 
personal webpages, blogs and chats, which provides a rich 
variety of definitions. 

In the end, DESCRIBE retrieves a list of definition can-
didates that still have to be depurated, since some of the 
candidates might not really be definitions. 
 

5 DEFINITION CLASSIFICATION 
In order to give the dictionary search engine another feature 
to help the correct identification and ranking of output 
terms, it has been considered classifying the definitions to 
match not only the words and the order in which they ap-
pear, but also the type of definition given by the user and the 
ones in the knowledge base. 

There are four kinds of definitions based on the Aristo-
telic definitional model: analytic, extensional, synonymic 
and functional (Sierra 2008). According to the LingualLinks 
Libray, the first one refers to “a description of the range of 
reference of a lexical unit” that allows readers to distinguish 
the term from similar words; the second kind refers to those 
definitions that list the objects that fall under the definition 

or its parts; the third kind uses synonyms or generic terms to 
describe the term; and finally, the fourth kind of definitions 
describes the term by providing its uses. 

In order to automatically provide a category for each def-
inition obtained through DESCRIBE, the verbal patterns 
have been divided accordingly to the kind of definition in 
which they usually appear. 
  

Definition type Verbal 
definitional patterns 

Analytic 

• concebir (to conceive) 

• definir (to define) 

• entender (to understand) 

• identificar (to identify) 

• significar (to signify) 

Extensional 

• consistir de (to consist of) 

• consistir en (to consist in) 

• constar de (to comprise) 

Synonymic 
• denominar también (also denominated) 

• llamar también (also called) 

Functional 

• servir para (to serve for) 

• usar como (to use as) 

• usar para (to use for) 

• utilizar como (to utilise as) 

• utilizar para (to utilise for) 

Table 2.  Definition types and their definitional verbal pat-
terns 

 
This definition classification is the first step in the ontol-

ogy creation since, for instance, analytical definitions allow 
us to obtain hyponym and hypernym relations, while from 
extensional definitions meronymy and holonymy relations 
can be recovered (Soler et al, 2008). 

 
 

6 DEFINITION CANDIDATES’ DEPURATION 
SYSTEM 

As most systems in Natural Language Processing, 
DESCRIBE is not perfect and sometimes the definition can-
didates turn out to be wrong, or the definition might be mis-
placed in a particular category. 

The Language Engineering group has developed a tool to 
help the manual revision of the definition candidates’ validi-
ty and their categorization correctness. This tool presents a 
series of definition candidates to dictionary developers. Eve-
ry candidate shown to the user has also the category in 
which DESCRIBE placed it. 
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The system allows the developers to easily accept or re-
ject a candidate as a definition and it also allows them to 
change the category into which the definition was originally 
placed. 

This system helps in the task of polishing the definitions 
that will be part of the knowledge base of the dictionary, but 
it also keeps a record of the definition candidates that have 
been rejected. This record is intended to be used as a corpus 
that will serve as training data for a machine learning sys-
tem that will be used to improve the precision of ECODE 
and, in consequence, of DESCRIBE itself. 

 

Fig. 5. Example of the use of the Definition Candidates’ 
Depuration System. 

 

CONCLUSIONS 
The definitions included in the knowledge base of special-
ized onomasiological dictionaries must cover both formal 
and informal concepts, and they also must cover as many 
forms of expressing them as possible in order to procure 
more accurate solutions for its users. 

It is also convenient to classify the definitions in the 
knowledge base and the ones given by the user according to 
their type, so as to provide the search engine with more fea-
tures to compare and match the user definitions with its 
own, hence improving its precision. Definition classification 
is the first step in the creation of ontologies. 

In this paper we presented a methodology to automatical-
ly obtain definition candidates to fill the knowledge base of 
onomasiological dictionaries and also classify these defini-
tions according to the Aristotelic definitional model. The 
source of these definitions is the Internet, which allows us to 
a very wide variety of speakers and, for that reason, a means 
of expressing concepts. This methodology has been used 
and tested in the creation of onomasiological dictionaries of 
Sexuality and Linguistics, among others, and can be applied 
to other subject areas, such as Biomedicine, Epidemiology, 
Veterinary, Laws, etc.. 

We also presented a tool which will make possible the 
creation of a corpus with both good and bad definition can-

didates marked as such. The purpose of creating this corpus 
is to obtain training data for a machine learning system di-
rected to improve the automatic detection of definitional 
contexts. 
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*

What*follows*is*a*summary*of*basic*principles*pertaining*to*the*definitions*used*in*constructing*
an*ontology.*A*definition*is*a*statement*of*necessary*and*sufficient*conditions.*What*this*means*
in*the*simplest*case*can*be*understood*as*follows.*To*say*that*ɸJing*is*a*necessary(condition*for*
being* an* A* is* just* another* way* of* saying* that* every* A* ɸ’s;* to* say* that* ɸJing* is* a* sufficient(
condition*for*being*an*A*is*just*another*way*of*saying*that*everything*that*ɸ’s*is*an*A.*The*goal*
in*writing*a*definition*is*to*specify*a*set*of*conditions*of*this*sort*which*are*all*necessary,*and*
which*are*jointly*sufficient.* *

The* following* is* a* set* of* necessary* conditions* for* being* a* triangle* which* are* also* jointly*
sufficient,*and*which*thus*form*a*definition:*

X( is*a* triangle*=def.*X( is*a* closed* figure;*X(has*exactly* three* sides;*each*of*X ’s* sides* is*
straight;*X*lies*in*a*plane.*

Everything*which* satisfies* all* of* the* conditions* on* the* right* hand* side* is* also* a* triangle.* And*
everything*which*is*a*triangle*satisfies*all*of*these*conditions.* *

Not* every* statement* of* necessary* and* jointly* sufficient* conditions* is* a* definition.* 1.* The*
statement* of* necessary* and* sufficient* conditions* used* to* define* the* term*A* should* itself* use*
terms*which*are*easier*to*understand*than*(and*are*logically*simpler*than)*the*term*A*itself.*2.*
The* necessary* and* sufficient* conditions* must* be* satisfiable;* that* is,* there* must* be* actual*
examples* of* entities* which* satisfy* the* definition.* Thus* we* cannot,* for* example,* define* a*
perpetual*motion*machine* as* a* prime* number* that* is* divisible* by* 4,* even* though* everything*
which*is*a*perpetual*motion*machine*is*also*a*prime*number*that*is*divisible*by*4.* *

A*useful*template*for*creating*definitions*along*the*lines*described*above*is*provided*by*what*
are*called*Aristotelian*definitions,*which*is*to*say*definitions*of*the*form*

S*=def.*a*G*which*Ds*

where*‘G’*(for:*genus)*is*the*parent*term*of*‘S’*(for:*species)*in*some*ontology.*Here*‘D’*stands*
for* ‘differentia’,*which* is* to*say* that* ‘D’* tells*us*what* it* is*about*certain*Gs* in*virtue*of*which*
they* are* Ss.* An* example* Aristotelian* definition* (from* the* Foundational* Model* of* Anatomy*
Ontology):*

cell*=def.*an*anatomical*structure*which*consists*of*cytoplasm*surrounded*by*a*plasma*
membrane*

plasma*membrane*=def.*a*cell*part*that*surrounds*the*cytoplasm*
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The*benefits*of*using*Aristotelian*definitions*are*1.*That*each*definition*reflects*the*position*in*
the*ontology*hierarchy* to*which* the*defined* term*belongs.* Every*definition,*when*unpacked,*
takes*us*back*to*the*root*node*of*the*ontology*to*which*it*belongs.*2.*Circularity* is*prevented*
automatically.* 3.* The* definition* author* always* knows* where* to* start* when* formulating* a*
definition.*4.*It*is*easier*to*coordinate*the*work*of*multiple*definition*authors.* *

Aristotelian* definitions* work* well* for* common* nouns* (and* thus* for* the* names* of* types* or*
universals* by* which* ontologies* are* principally* populated).* They* do* not* work* at* all* for* those*
common*nouns*which*are*in*the*root*position*in*an*ontology,*for*here*there*is*no*parent*term*
(no*genus)*to*serve*as*starting*point*for*definition.*Root*nodes* in*an*ontology*must*therefore*
either*be*defined*using*as*genus*some*more*general*term*taken*from*a*higherJlevel*ontology*
such*as*BFO,*or*they*must*be*declared*as*primitive.*Primitive*terms*cannot*be*defined,*but*they*
can*be*elucidated*(by*means*of*illustrative*examples,*statements*of*recommended*usage,*and*
axioms).*

Note*that*the*Aristotelian*rule*will*bring*the*benefits*mentioned*above*only*if*the*ontology*in*
question* satisfies* the*principle*of* single* inheritance,*which* is* to* say,*only* if* each* term* in* the*
ontology*has*at*most*one*parent.*For*only* thus* is* the*choice*of* ‘G’* for*each*given* ‘S’*unique.*
Single*inheritance*itself*however*brings*multiple*benefits*to*ontology*authoring:*1.*It*prevents*a*
number* of* common* errors*which* derive* from* the* tendency* once* dominant* among* ontology*
authors*of*what*has*been*called*“isJa*overloading”.*2.* It*promotes* integration*of*an*ontology*
with*its*neighboring*ontologies.*3.*It*promotes*forking*of*ontologies.*4.*The*benefits*of*multiple*
inheritance,*for*example*in*terms*of*surveyability*of*an*ontology*(so*that*it*is*easier*for*human*
beings* to* find* the* terms* they*need)* can*be*gained* in*any* case*by* formulating* the*official* (or*
‘asserted’)*version*of*an*ontology*as*an*asserted*monohierarchy*and*allowing*the*development*
of*inferred*polyhierarchies*for*specific*groups*of*users.* *
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Preface  
 
The VDOS international workshop series focuses on vaccine- and drug-related 
ontology modelling and applications. Drugs and vaccines have contributed to 
dramatic improvements in public health worldwide. Over the last decade, tremendous 
efforts have been made in the biomedical ontology community to ontologically 
represent various areas associated with vaccines and drugs –  extending existing 
clinical terminology systems such as SNOMED, RxNorm, NDF-RT, and MedDRA, 
as well as developing new models such as Vaccine Ontology. The VDOS workshop 
series provides a platform for discussing innovative solutions as well as the challenges 
in the development and application of biomedical ontologies for representing and 
analysing drugs and vaccines, their administration, host immune responses, adverse 
events, and other related topics.  
 
The VDOS-2013 workshop is the 2nd in this series and takes place in Montreal, QC, 
Canada, on July 7th, 2013, in conjunction with the 4th International Conference on 
Biomedical Ontology (ICBO 2013). The first workshop of the series was organized as 
the  “Vaccine and Drug Ontology in the Study of Mechanism and Effect” workshop 
(VDOSME 2012) on July 21, 2012, at Graz, Germany, as part of the third 
International Conference on Biomedical Ontology (ICBO 2012). For this year, the 
name has been changed to “Vaccine  and  Drug  Ontology Studies (VDOS)” to reflect 
the expansion in the scope to more than just mechanism and effect. The workshop 
series also covers vaccine and drug-related clinical data representation and analysis, 
including clinically reported vaccine and drug adverse events. 
 
The co-organizers of VDOS-2013 include: 
Cui Tao, Yongqun (Oliver) He, Luca Toldo, and Sivaram Arabandi 
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ABSTRACT 

Dozens of drug terminologies and resources capture the drug and/or 
drug class information, ranging from their coverage and adequacy of repre-
sentation. No transformative ways are available to link them together in a 
standard way, which hinders data integration and data representation for 
drug-related clinical and translational studies. In this paper, we introduce 
our preliminary work for building a standardized drug and drug class net-
work that integrates multiple drug terminological resources, using Anatom-
ical Therapeutic Chemical (ATC) and National Drug File Reference Ter-
minology (NDF-RT) as network backbone, and expanding with RxNorm 
and Structured Product Label (SPL). In total, the network consists of 
39,728 drugs and drug classes. Meanwhile, we calculated and compared 
structure similarity for each drug / drug class pair from ATC and NDF-RT, 
and analysed constructed drug class network from chemical structure per-
spective. 

1 INTRODUCTION  
Drug classes are group names for drugs that have similar 
activities or are used for a same type of disease and disor-
der. There are different ways to classify drugs. One way is 
to group drugs based on their therapeutic use or class (e.g., 
antiarrhythmic or diuretic drugs) as used by Anatomical 
Therapeutic Chemical (ATC) [1]. Another way is to group 
drugs using their dominant mechanism of action as used by 
National Drug File Reference Terminology (NDF-RT) [2]. 
However, drug classes defined by different systems are not 
compatible. It is worth to compare and integrate them in a 
universal fashion in order to support clinical related studies 
better. For example, Mougin, et al. [3] conducted a study for 
comparing drug classes between ATC and NDF-RT focus-
ing on the relations between drugs and pharmacological 
classes (i.e., drug-class membership relations), which will 
facilitate the integration of these two resources. 
Drug terminologies define drug entities as well as relevant 
properties and relationships with pharmacological classes. 
Drug terminologies are usually developed and maintained 
by different institutions using site-specific drug coding sys-
tems. Heterogeneous drug representations across different 
systems make it difficult to navigate diverse drug resources. 
The lack of a transformative way to link heterogeneous drug 
resources hinders data integration and data representation 
for drug-related clinical and translational studies. To over-
come this obstacle, we proposed to represent drug infor-
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mation from diverse resources in a standard and integrated 
manner. 
ATC and NDF-RT are the proposed sources of drug classi-
fication information. In the present study, we developed an 
approach to map drug and drug class entities from ATC and 
NDF-RT to UMLS (Unified Medical Language System) [4] 
and generated these mappings as a drug network backbone. 
Furthermore, we extended such network with RxNorm [5] 
and Structured Product Labeling (SPL) [6] integration, ben-
efited from the broad drug relevant knowledge provided by 
these two resources. RxNorm provides links among differ-
ent vocabularies, e.g. NDF-RT. SPL contains full drug in-
teraction information, such as drug and drug interaction, and 
adverse drug event, etc., which has been explored and im-
plemented by investigators and relevant applications have 
been developed, such as LinkedSPLs [7], ADEPedia [8]. 
Additionally, to extend and compare the drug classes de-
fined by ATC and NDF-RT from chemical structure point 
of view, we introduced chemical structure similarity with 
the assumption that similar molecules have similar activi-
ties. 
The paper is organized in several sections. We introduce the 
background knowledge about the resources and tools used 
in material section; in the methods section, we introduce the 
workflow details for network construction; then followed by 
discussion and conclusion sections.  

2 MATERIALS AND METHODS 
NDF-RT is a well-known drug terminological resource, and 
snapshot of NDF-RT was downloaded as of Nov. 8, 2012. 
In ATC classification system, drugs are categorized into 
different groups at five different levels according to the or-
gan or system on which they act and/or their therapeutic and 
chemical characteristics [9]. ATC with a released version on 
January 2012 was used in this study. RxNorm provides 
normalized names for clinical drugs and links them to sev-
eral drug vocabularies differentiating   by   “SAB”   label.   For 
example,   “SAB=MTHSPL”   indicates   the   source   from  SPL  
and   “SAB=NDFRT”   from  NDF-RT. Two files are used in 
this study: 1) RXNCONSO.RRF, including all connections 
with source vocabularies. 2)  RXNREL.RRF including rela-
tionships among concepts. RxNorm used in this study was 
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the version of Oct. 2012. SPL contains structured content of 
labeling (all text, tables and figures), along with additional 
machine readable information. The mappings between SPL 
and RxNorm used in this study are extracted from RxNorm 
RXNCONSO files with SAB = MTHSPL.  
In this paper, we introduce a drug and drug class network by 
utilizing multiple drug terminological resources: ATC, 
NDF-RT, RxNorm, and SPL. ATC and NDF-RT are used as 
the network backbone, from which we integrated RxNorm 
and SPL as extension. Meanwhile, we calculated structure 
similarity for drug pairs from ATC and NDF-RT, and clus-
tered them by structural similarity. The details of each step 
conducted in this study are described in the following sec-
tions.  

2.1 Mapping NDF-RT with ATC  
To map NDF-RT with ATC via UMLS, we translated NUI, 
NDF-RT Numerical Unique Identifier, and ATC name to 
UMLS CUI, UMLS concept unique identifier.  

3.1.1 ATC mapping to UMLS  

ATC is not well integrated with other drug terminologies 
(e.g., NDF-RT), as it uses its own coding system to code 
drug entities. To map ATC with NDF-RT and present the 
drug network transformatively by using standard representa-
tion, UMLS, we employed NCBO annotator [10] to seman-
tically annotate each ATC name. Among more than 200 
ontologies from UMLS Metathesaurus and NCBO BioPortal 
[11], RxNorm and NDF-RT have higher priority in this 
study. To avoid unnecessary annotations by non-drug rele-
vant ontologies, we limited UMLS semantic types [ 12 ] 
within   “Chemicals  &  Drugs”   semantic  group   [13]. We ex-
tracted ontology id and concept id, which are two mandato-
ry input parameters to invoke NCBO BioPortal REST API 
[14] for searching UMLS CUI, from the annotation results. 

3.1.2 NDF-RT mapping to RxNorm and UMLS  

NDF-RT concepts are organized into different categories 
with corresponding category labels. For example, 
“N0000179008,   1,1,1-trichloroethane, [Chemi-
cal/Ingredient]”  and  “N0000175641,  Autonomic  Ganglionic  
Blocker,   [EPC]”  are chemical ingredient and EPC class re-
spectively. In this study, we retrieved the concepts that are 
labeled as VA class, VA product, EPC, Chemical ingredient 
and generic ingredient combination.  
SQL query was executed to search RxCUIs (RxNorm Con-
cept Unique Identifier) from RxNorm RXNCONSO table 
that was pre-loaded into our local MySQL database for 
NUIs. We retrieved UMLS CUI by invoking NLM RxNav 
RESTful API [15] with each NUI as an input parameter. 

2.2 Calculating structure similarity 
To analyze and expand the drug and drug class network 
from chemical structure perspective, we calculated the 

structure similarity among the drug pairs from ATC and 
NDF-RT, and grouped them using the score of structure 
similarity as Tanimoto Coefficient, i.e., similarity between 
these pairs of descriptors [16]. The cutoff value of the struc-
ture similarity is set as the score greater than 0.85, as it ex-
hibits similar biological activity between the two molecules.  
We first converted NDF-RT drug name and ATC name to 
SIMILES (Simplified molecular-input line-entry system) 
[17] as chemical representation by invoking PubChem en-
trez web service [18] and NCI resolver [19] REST API. 
Then we translated SMILES to chemical fingerprint and 
calculated Tanimoto similarity by using the aforementioned 
CDK functions.   

2.3 Integrating RxNorm and SPL mappings  
Mappings among RxNorm, SPL and NDF-RT are provided 
by RxNorm and available in the RxNorm RXNCONSO 
table. Two steps were performed to retrieve these mappings. 
First, we obtained concepts labeled as “SAB=NDFRT” and 
“SAB=RXNORM”,   denoted   as   RxNorm and NDF-RT 
mappings. Then, we searched for the concepts with 
“SAB=MTHSPL” label from the concepts identified in the 
first step. Then the final list of concepts is the common con-
cepts across the three resources. 
The network has been expanded from NDF-RT nodes that 
have mappings with RxNorm and SPL. We extracted SPL 
identifier (setId) from RXNREL table and saved for future 
SPL relevant information, LinkedSPL integration.  
In addition, we performed a case study to demonstrate the 
usefulness of the drug and drug class network. 

3 RESULTS 
There are total 5,717 individual entities, which correspond 
to 4,483 distinct ATC names, i.e. one drug can be catego-
rized into multiple therapeutic classes (more details de-
scribed in the Discussion section).   
Of 48,266 NDF-RT concepts, 34,011 concepts were used in 
this study, consisting of 15,857 VA Products, 486 VA clas-
ses, 9,960 Chemical/Ingredients, 7,184 Generic Ingredient 
Combinations, and 524 EPC. The child and parent relation-
ships among these NDF-RT concepts are retrieved and 
stored from RxNorm RXNREL table via  “CHD”  (concept  1  
is  a  child  of  concept  2)  and  “PAR”  (concept  1  is  a  parent  of  
concept 2) labels. 
RxNorm, SPL and NDF-RT mappings were extracted from 
two RxNorm files: RXNCONSO and RXNREL, which 
were loaded into MySQL database.  

3.1 Results for ATC and NDF-RT mappings 
In order to build drug and drug class network with ATC and 
NDF-RT as backbone, first of all, we mapped ATC entities 
with NDF-RT concepts via UMLS, four steps involved. 

4.1.1 ATC Annotated by NCBO  
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3,607 ATC entities including 3,152 drugs and 455 drug 
classes were mapped to UMLS CUIs by two ontologies, 
RxNorm and NDF-RT from NCBO BioPortal. Of these 
3607 ATC mappings, 2180 ATC entities were exactly 
matched with the preferred names from RxNorm and NDF-
RT. 866 ATC entities including 211 drug classes and 655 
drugs were mapped to other ontologies available from 
NCBO. There are 1,244 ATC entities (21.8%) including 657 
drugs and 587 drug classes failed to map to UMLS due to 
no annotations generated accordingly. We attempted to map 
these failed ATC names with RxNorm directly by invoking 
NLM RxNav RESTful API [20] with ATC names as input 
parameter, but none of them got mapping results. The fail-
ure reasons are discussed in the discussion section further. 

4.1.2 NCBO annotation evaluation 
The annotations were automated programmatically using 
NCBO Annotator Web Services API. We manually evaluat-
ed the annotation results. Of the 4,473 annotations with 
NDF-RT and RxNorm, 2,401 exact mappings were not fur-
ther evaluated. The authors (QZ, LW) manually reviewed 
the rest of annotations (2,072 in total). As the evaluation 
results, 88.7% is correct, 10.3% is partial mappings, and 
1.0% is incorrect. The precision was calculated as 99.5%, 
recall as 78.2% and F-measure as 87.4%, in which we 
counted exact mappings, partial mappings and correct map-
pings (4,453 in total) as true positive, 1,244 failed mappings 
as false negative and 20 incorrect mappings as false posi-
tive.  

4.1.3 Mapping NDF-RT to RxNorm and UMLS  
NDF-RT and RxNorm mappings exist in the RXNCONSO 
table   with   “SAB=NDFRT” label. Consequently, RxCUI 
corresponding to each NDF-RT concept can be retrieved 
from these mappings directly.  
NDF-RT provides UMLS mappings. Hence, to retrieve 
UMLS for each NDF-RT concept, we called NLM NDF-RT 
RESTful API [9]. The searching results are shown in Table 
1. 99.2% NDF-RT concepts have been mapped to UMLS.  
 

NDF-RT Concepts NUI UMLS CUI 
Chemical/Ingredient (9,960) 9,934 9,932 

VA Class (486) 486 483 
VA Product (15,857) 15,695 13,263 

EPC (524) 480 478 
Generic ingredient combination 

(7,184) 
7,139 6,801 

Total (34,011) 33,734 30,957 
Table 1. UMLS CUI retrieval by RxNav NDF-RT API 

4.1.4 ATC and NDF-RT mapping  
In total, 3,850 distinct mappings between ATC and NDF-
RT were generated, including 2,015 chemical/ingredients, 
1,826 Generic Ingredient Combinations and 1 VA class.  It 
includes distinct 2,226 ATC entities, covering 99 drug clas-
ses, and 2,127 individual drugs. 

3.2 Results for structural similarity calculation  
SMILES have been retrieved for all drugs from ATC and 
NDF-RT via PubChem Entrez web API and NCI Resolver 
web API. 2,618 ATC entities have gotten SMILES from 
NCI, 3,471 entries retrieved from PubChem. Combining 
NCI and PubChem searching results, total 3,487 ATC en-
tries got SMILES, and 9,132 unique NDF-RT concepts got 
SMILES. 
We calculated the Tanimoto coefficient as structure similari-
ty for each pair of concepts from ATC and NDF-RT sepa-
rately by converting SMILES to fingerprint. Then we got 
8,513 pairs from ATC and 69,882 pairs from NDF-RT with 
Tanimoto coefficient greater than 0.85, and integrated them 
into the drug and drug class network. 

3.3 Results for NDF-RT, RxNorm and SPL map-
ping  

We integrated RxNorm and SPL mappings with NDF-RT. 
The mappings between RXNORM, NDF-RT and SPL re-
sulted in 5,838 unique RxNorm concepts with 36,408 NDF-
RT concepts and 41,188 SPL labels. The mappings mostly 
fall into two main categories according to term types de-
fined by RxNorm, 3,056 are Semantic Clinical Drugs and 
1,543 are Ingredients. 
It is worthy to note that one RxNorm concept may be 
mapped to multiple NDF-RT and/or SPL concepts, for ex-
ample,  RxCUI  “74”  mapped  to  3  NUIs  in  NDF-RT includ-
ing N0000006481, N0000147349, N0000006481 and 11 
set_ids in MTHSPL such as 0d65128b-8eb7-440b-870a-
7e3be18152b3,1e6d6cd5-ab14-4258-a0fe-5f6a3cae437f. 

4 DISCUSSION 
In this study, we successfully built a drug and drug class 
network with 39,728 concepts from ATC and NDF-RT. All 
concepts were mapped to UMLS and labeled as UMLS 
CUIs accordingly. We also integrated RxNorm and SPL 
mappings, and extended the network with structure similari-
ty calculation.  

4.1 ATC to UMLS mapping 
In total, 77.9% ATC terms have been mapped to UMLS. 
Comparing to 68.7% mapping results conducted by Merabti 
et al [21], our study shows the improvement of mappings 
from ATC to UMLS by leveraging NCBO annotator. How-
ever, 22.1% ATC terms failed to be mapped due to several 
reasons as follows, 1) Many of the ATC terms are combina-
tions of multiple   concepts,   such   as   “calcium   acetate   and  
magnesium  carbonate”,  “combinations  of  sulfonamides  and  
trimethoprim,   including  derivatives”;;  2)  The  exclusions  are  
embedded  in  the  ATC  names,  such  as  “platelet  aggregation  
inhibitors  excluding  heparin”,  “nutrients without phenylala-
nine; 3) Non-standard representation is used by ATC though 
we corrected and expanded some abbreviations occurring in 
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ATC   name.   For   example,   “DIGESTIVES,   INCL.  
ENZYMES”   was   corrected   to “DIGESTIVES,  
INCLUDING   ENZYMES”;;   4)   Non-drug terms are used, 
especially   for   drug   classes   in   ATC,   such   as   “VARIOUS”,  
“SENSORY   ORGANS”.   Above obstacles were the main 
reasons for mapping failure. In the future study, we will 
explore MMTx program that reported by Mougin et al. [3], 
and more NLP (Nature Language Processing) algorithms to 
parse ATC names for improving the mapping performance 
between the ATC and the UMLS. 

4.2 Benefits from structure similarity integration 
Structure similarity calculation applied in this study enables 
connections among the drug nodes sharing common similar 
chemical substructures. Beside the benefit shown in the case 
study, this integration also provides relevant clues for guid-
ing clinical decision support system from the structure per-
spective as it offers a full profile of therapeutics for individ-
ual drugs. ATC classification system categorizes drugs ac-
cording to its therapeutic classes; hence, one ATC drug can 
be grouped into multiple categories due to its diverse thera-
peutic   functionalities.   For   instance,   “Thonzylamine”   is   an  
antihistamine and anticholinergic used as an antipruritic and 
is   grouped   into   two   categories:   “antiallergic   agents”   and  
“antihistamines   for   topical   use”  within   the  ATC  hierarchy.  
The corresponding two ATC entities (R01AC06 and 
D04AA01)  for  “Thonzylamine”  in  two separate  classes  (“R”  
and   “D”)   are   connected   based   on   similarity   score   that   is  
equal to 1. Thus, the entities within these two categories are 
connected, and physicians would be able to utilize such 
knowledge for Thonzylamine for their clinical decision 
from both therapeutics and structure point of view.  

4.3 Future work 
Drug entity mapping algorithm will be modified to enable 
more connections detected; more human review will be ex-
pected to improve the accuracy of the mappings. Mean-
while, we will seek possible collaborations with external 
sites such as the NLM for improving such mapping algo-
rithm development. We will integrate more drug related 
resources, such as Drugbank and PharmGKB, and drug in-
teraction data, drug and adverse event data as shown in Fig-
ure 1. The entire data set generated in this project will be 
released to public once the proposed action items accom-
plished. 

5 CONCLUSION 
We successfully integrated NDF-RT, ATC, RxNorm and 
SPL and built a drug and drug class network using standard-
ized identifier for representing drug and drug class entities. 
In addition, the network was expanded from chemical struc-
ture perspective by similarity calculation. More other drug 
terminological resources and drug interaction information 
will be integrated in the future study.  

ACKNOWLEDGMENTS 
This work was supported by the Pharmacogenomic Re-
search Network (NIH/NIGMS-U19 GM61388) and the 
SHARP Area 4: Secondary Use of EHR Data 
(90TR000201). 

REFERENCES 
                                                           
[ 1 ] ATC:  http://www.who.int/classifications/atcddd/en/. Accessed by 
Apr.11.2013. 
[2] NDF-RT: 
http://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/NDFRT/. 
Accessed by Apr.11.2013. 
[3] Mougin, F., Burgun, A., and  Bodenreider, O. Comparing Drug-Class 
Membership in ATC and NDF-RT . Proceedings of the 2nd ACM SIGHIT 
International Health Informatics Symposium, 2012:437-443. 
[4] Bodenreider, O. The Unified Medical Language System (UMLS): inte-
grating biomedical terminology. Nucleic Acids Res. 2004, 32, 267–270  
[ 5 ] RxNorm:  www.nlm.nih.gov/research/umls/rxnorm. Accessed by 
Apr.11.2013. 
[6] Structured Product Labeling: 
http://www.fda.gov/ForIndustry/DataStandards/StructuredProductLabeling/
default.htm. Accessed by Apr.11.2013. 
[7] Hassanzadeh O, Zhu Q, Freimuth R, Boyce R, Extending the "Web of 
Drug Identity" with Knowledge Extracted from United States Product 
Labels, submitted to AMIA Summit on Clinical Research Informatics, 
2013 
[8] Jiang G, Solbrig H. R, Chute C.G. ADEpedia: a scalable and standard-
ized knowledge base of Adverse Drug Events using semantic web technol-
ogy. AMIA Annu Symp Proc. 2011:607-16. 
[9 ]http://en.wikipedia.org/wiki/Anatomical_Therapeutic_Chemical_Classif
ication_System. Accessed by Apr.11.2013. 
[10] Jonquet C., Shah N., Musen M. The Open Biomedical Annotator. 
AMIA Summit on Translational Bioinformatics; 2009:  56–60. The NCBO 
Annotator web service: http://www.bioontology.org/annotator-service. 
Accessed by Apr.11.2013. 
[11] Noy, N., Shah, N., Dai, B., Dorf, M., Gri_th, N., Jonquet, C., Mon-
tegut, M., Rubin, D., Youn, C., Musen, M.: Bioportal: A web repository for 
biomedical ontologies and data resources. In: Demo session at 7th Interna-
tional Semantic Web Conference (ISWC 2008) 
[12] Semantic Type: 
http://www.nlm.nih.gov/research/umls/META3_current_semantic_types.ht
ml. Accessed by Apr.11.2013 
[13] Bodenreider O, McCray AT Exploring semantic groups through visual 
approaches. Journal of Biomedical Informatics 2003; 36(6):414-432. 
[14] BioPortal REST services: 
http://www.bioontology.org/wiki/index.php/NCBO_REST_services. Ac-
cessed by Apr.11.2013. 
[15] NDF-RT RESTful API: 
http://rxnav.nlm.nih.gov/NdfrtRestAPI.html#label:r24. Accessed by 
Apr.11.2013.   
[16] Holliday JD, Hu CY, Willett P, Grouping of coefficients for the calcu-
lation of inter-molecular similarity and dissimilarity using 2D fragment bit-
strings. Comb Chem High Throughput Screen, 2002, 5(2):155-66. 
[17] SMILES: http://en.wikipedia.org/wiki/Simplified_molecular-
input_line-entry_system. Accessed by Apr.11.2013. 
[18] PubChem Entrez: http://www.ncbi.nlm.nih.gov/books/NBK25500/. 
Accessed by Apr.11.2013. 
[19] NCI resolver: http://cactus.nci.nih.gov/chemical/structure. Accessed 
by Apr.11.2013. 
[20] RxNorm RESTful API: 
http://rxnav.nlm.nih.gov/RxNormRestAPI.html. Accessed by Apr.11.2013.   
[21] Merabti et al, 2011, Stud Health Technol Inform. 2011;166:206-13 



Panacea, a Semantic-enabled Drug Recommendations Discovery
Framework

Charalampos Doulaverakis 1∗, George Nikolaidis 2, Athanasios Kleontas MD 2,3 and
Ioannis Kompatsiaris 1

1Centre for Research and Technology Hellas, Information Technologies Institute, Thessaloniki, Greece
2Ergobyte S.A., Thessaloniki, Greece

3Theagenio Cancer Hospital, Thessaloniki, Greece

ABSTRACT
The paper presents Panacea, a semantic framework capable of

offering drug-drug and drug-diseases interaction discovery. For enab-
ling this kind of service, medical information and terminology had to
be translated to ontological terms and be appropriately coupled with
medical knowledge of the field. International standards, such as the
ICD-10 and ATC classifications, provide the backbone of the com-
mon representation of medical data while the medical knowledge of
drug interactions is represented by a rule base which makes use of
the aforementioned standards. Representation is based on the light-
weight SKOS ontology. A layered reasoning approach is implemented
where at the first layer ontological inference is used in order to disco-
ver underlying knowledge, while at the second layer a two-step rule
selection strategy is followed resulting in a computationally efficient
reasoning approach. Details of the system architecture are presented
while also giving an outline of the difficulties that had to be overcome.
The paper compares the current approach to a previous published
work by the authors, a service for drug recommendations named
GalenOWL, and presents their differences in modelling and approach
to the problem, while also pinpointing the advantages of Panacea.

1 INTRODUCTION
One of the health sectors where intelligent information manage-
ment and information sharing compose valuable preconditions for
the delivery of top quality services is personalized drug prescription.
This is more evident in cases where more than one drug is required
to be prescribed, a situation which is not uncommon, as drug inter-
actions may appear. The problem is magnified by the wide range of
available drug substances in combination with the various excipients
in which the former are present.
If one takes into account that there exist more than 18,000 phar-

maceutical substances, including their excipients, then it is clear
that the continuous update of health care professionals is remarkably
hard. Over this, the extensive literature makes discovery of relevant
information a time consuming and difficult process, while the diffe-
rent terminologies that appear between sources add more burden on
the efforts of medical professionals to study available information.
Semantic Web technologies can play an important role in the

structural organization of the available medical information in a
manner which will enable efficient discovery and access. Rese-
arch projects funded for enabling Semantic Web technologies in
the diagnosis and therapeutic procedures exist such as PSIP (Beus-
cart et al., 2009) and Active Semantic Documents (Sheth, 2005) or

∗To whom correspondence should be addressed: doulaver@iti.gr

works such as (Adnan et al., 2010), but they don’t fully address
the problem of automated drug prescription using drug-drug and
drug-disease interactions.
Rule-based approaches have been proposed for addressing issues

relating to biomedical ontologies research. It is common for onto-
logies written in expressive Semantic Web languages such as OWL,
not be able to handle all requirements for capturing the knowledge
in several biomedical and medicine domains. As a method for enri-
ching the expressiveness of ontology languages, researchers have
proposed the use of rules which act upon the defined ontologi-
cal knowledge. According to (Golbreich, 2004) rules are helpful
in the following situations relating to biomedical ontologies: defi-
ning “standard rules” for chaining ontology properties, “bridging
rules” for reasoning across different domains, “mapping rules” for
defining mappings between ontologies entities and “querying rules”
for expressing complex queries upon ontologies. The author gives
a thorough review of RuleML and SWRL, the two major ontology
rule languages, the available rule formation tools and the reasoners.
(Golbreich et al., 2005) make use of the outcomes of the previous
paper to showcase the need for rules in biomedical applications with
a use case of a brain anatomy definition, where a brain structure
ontology is defined in OWL but rules describing the relationships
between the properties and entities are needed for correct annota-
tion of MRI images. Another work citing the need for semantically
enriched rules, where an ontology coupled with SWRL rules for
annotating pseudogenes and answering research questions has been
proposed in (Holford et al., 2010). All the above papers present
the need for extending ontologies with rules in order capture the
knowledge of complex biomedical domains.
The paper presents Panacea, a semantic-enabled system for dis-

covering drug recommendations and interactions. Panacea is based
on experiences and lessons drawn from the development of Gale-
nOWL (Doulaverakis et al., 2012), a similar system which had
Semantic Web technologies in its core. As such, Panacea can be
considered the evolution of GalenOWL in terms of design and sca-
lability. Panacea makes use of established and standardized medical
terminologies together with a rich knowledge base of drug-drug
and drug-diseases interactions expressed as rules. Panacea is imple-
mented having in mind scalability, completeness of results and
responsiveness in query answering.
The paper is organized as follows: Section 2 gives details about

the architecture and usage of the framework. In Section 3 the data
modelling approach is presented and in Section 4 the core ontology
and the layered reasoning process is described while also outlying
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two approaches for rule-based reasoning. Section 5 gives an evalua-
tion of the framework it terms of scalability ans performance and
the paper concludes with Section 6.

2 ARCHITECTURE AND FUNCTIONAL DESIGN
The purpose of Panacea is to provide drug prescription recommen-
dations based on a patient’s medical record, i.e. advise physicians to
prescribe medications according to the drugs active substance indi-
cations and contraindications. For details regarding the initiative that
triggered development of Panacea and the initial medical and phar-
maceutical data that were available, the reader is encouraged to read
(Doulaverakis et al., 2012). Panacea has been developed in the Java
programming language and is built using Apache Jena. Jena pro-
vides the API and methods to translate the medical knowledge of
terminologies and pharmaceutical rules to semantic entities, while
also providing the reasoning engine to enrich the knowledge base.
Panacea follows a layered reasoning process which is depicted

in Figure 1. During the start-up of the system, the medical termi-
nologies, namely ATC, UNII, ICD -10 and custom encodings, are
transformed to semantic entities, using an appropriate vocabulary,
and the initial ontology is constructed. The ontology binds to a rea-
soner to infer relations such as inheritance and unions. This process
is performed once offline during initialization and the knowledge
base is available to the system for further utilization. In order to
get recommendations in Panacea, a patient instance with the appro-
priate medical record data is created and fed to the knowledge base.
The reasoning process enriches the patient instance with inferred
knowledge, thus making it explicit. On this enriched instance, and
by utilizing a different reasoning process, the set of medical rules is
applied upon. The result of this final stage of rule-based reasoning is
the recommendations list which can be retrieved through SPARQL
querying.
A key characteristic of the suggested architecture is that, regar-

ding second level reasoning, the framework can utilize any rule-
based reasoner or rule engine. Since all the inferred knowledge of
the medical definitions and patient data is materialized in the know-
ledge base, the medical rules can be expressed and loaded in an
appropriate rule engine. The rule engine could be an ontology rea-
soner, such as Jena’s reasoning engine, or a business rule manager
such as Drools or even CLIPS with appropriate customizations in
the data structures. This approach helps in bringing together the
best of both worlds: semantic and meaningful representation of data
using Semantic Web technologies and the maturity of traditional
rule engines in efficiently handling complex and large amounts of
rules.

2.1 Use case scenario
In order to demonstrate the benefits of the proposed semantic
recommendation system, a use case regarding a possible scenario
is described: An elder man visits his family doctor complaining
for pain in his right lower back and abdominal region which is
accompanied with fever. After appropriate clinical examination,
he is diagnosed with right pyelonephritis (ICD-10 code: N11.0).
According to the patient’s medical history, he is suffering from
chronic atrial fibrillation for which he receives clopidogrel (ATC
code: B01AC04), vertigo for which he receives cinnarizine (ATC:
N07CA02), high arterial blood pressure for which he receives can-
desartan (ATC: C09CA06) and amlodipine (ATC: C08CA01), and

Fig. 1. Panacea framework architecture and data flow

diabetes mellitus for which he receives metformin (ATC: A10BA02)
and sitagliptin (ATC: A10BH01). For the new condition of pye-
lonephritis that was diagnosed, the treating doctor must decide a
number of things. Regarding the prescription for treating this new
disease, the doctor has to decide which active substances to pres-
cribe in order to treat the resulting inflammation, the cause of the
inflammation, the back and abdominal pain and the resulting fever.
However, before a decision is made the following factors regarding
the patient’s medical history should also be considered:
• There should be a check for drug-drug interaction that the
patient is taking, before the onset of the new condition (the
pyelonephritis)

• There should be a check for drug-disease interaction that the
patient is taking, with the new condition

• The new prescription has to be verified that it will not have
adverse effects or interactions with the previously prescribed
medication and with the patient’s medical history

It is clear that the task for the doctor can be hard and a misjud-
gement could lead to wrong prescriptions. Using an automated drug
recommendation system can minimize this risk. The recommenda-
tion system will use the input data and the pharmaceutical rules in
order to infer a treatment that will be safe for the patient.

3 SEMANTIC TRANSFORMATIONS
Panacea is built on top of international standards of medical termi-
nology in order to represent medical and pharmaceutical informa-
tion. The following standard terminologies are used:

ICD-10: The World Health Organization classification of
diseases. It is used in Panacea for unique identification of
diseases thus uniquely identifying drug indications and con-
traindications related to diseases.
UNII: Unique Ingredient Identifier. Used for the identifica-
tion of active ingredients found in drugs. In Panacea it is used
for uniquely identifying drug indications and contraindications
related to ingredients.
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ATC: The Anatomical Therapeutic Chemical Classification is
used for the classification of drugs. In Panacea it is used in
similar fashion to UNII.
IVT: The International Virus Taxonomy is used for the classi-
fication of viruses. In Panacea it is used in order to uniquely
drug indications and contraindications related to viruses.

Apart from these international standards, a number of domain
classifications have been declared and used in order to enhance the
usability of the system or to represent data that are not included
in the standards. These classifications act as supplementary to the
standards.
Substance: As the use of encodings for drug ingredients is not

convenient for humans, the identification of active substances is
done using its common name references in medical bibliography.
These names come from international standards such as the Inter-
national Nonproprietary Names (INN) and others such as USAN
(United States Adopted Name) or BAN (British Approved Name).
Members of this identification list are substances such as acetazola-
mide or isradipine. In addition, substances correspond to ATC codes
such that for example acetazolamide ≡ S01EC01. The substances
are the actual recommendations of Panacea.
Custom Concepts: While the ATC, ICD-10, UNII and IVT stan-

dards are complete, they are designed for use in contexts different
from Panacea and drug recommendations, e.g. for annotation,
search or information retrieval. As such, it is often desirable to
enrich the knowledge base with information that, while not standard,
will aid in the usability and overall efficiency of the system. Especi-
ally for medical/pharmaceutical rules formulation, it was found out
that there were occasions that the definition of diseases, drugs or
other was either absent, incomplete or too general to be useful for
a rule definition. An example for the lack of a definition in ICD-10
is the absence of a precise and specific code for “Chronic obstruc-
tive pulmonary disease” or for “Hypertrophy (benign) of prostate”.
For this reason, a number of custom concepts have been defined.
Examples of such concepts is disease definition such as “Narco-
lepsy”, microorganisms such as “clostridium clostridiiformis” or
medical acts such as “upper extremity arteriography”.
Custom Concept Collections: Certain “groups” of substances

and/or diseases are frequently present in drug interactions and these
groups are not recorded explicitly in any standardized classifica-
tion, so it’s more convenient for medical use to specify these custom
groups. These often used groups are termed “conditions” in Panacea
and are defined by medical experts. A condition can appear as a
premise in other condition definitions, as in the Custom Concept
Collection cardiac-rhythm-abnormalities below, thus enabling their
recursive definition:

cardiac-rhythm-abnormalities = cc:bradycardia | icd:R00 |
cc:tachycardia | icd:O68.0 | icd:O68.2

where cc:bradycardia is defined as (icd:I49.5 | icd:R00.1 |
icd:O68.0) and cc:tachycardia as (icd:R00.0 | icd:I49.5 | icd:I47
| icd:O68.0). “icd:” stands for the ICD-10 namespace.

3.1 SKOS vocabulary
In the approach followed in (Doulaverakis et al., 2012), the medi-
cal standards and the custom definitions were translated to OWL
classes, primitive and defined. While this approach had the benefit

of using the language’s semantics to model the available informa-
tion, there were problems resulting from this design decision. One
of the major issues was the difficulty in scaling the system. Until
currently, very few reasoners are available that can efficiently handle
the amount of class definitions and reasoning required to run the
system, both in terms of memory consumption and speed.
In Panacea, a different approach was adopted. The SKOS (SKOS:

Simple Knowledge Organization System, 2009) vocabulary is a
W3C recommendation, it’s built using RDF(S) semantics and has
been developed as a low-cost migration path for porting existing
knowledge organization systems, such as thesauri, taxonomies, clas-
sification schemes and subject heading systems, to the Semantic
Web. It enables a “lightweight” semantic representation of such
knowledge systems and is a good match for the medical standards
that are used in Panacea. As such, all the terminologies which are
mentioned in the previous section have been transformed using the
SKOS vocabulary automatically using a parser.
Comparing SKOS to the approach followed in (Doulaverakis

et al., 2012), instead of representing the ATC, ICD-10 and UNII
classifications as top-level classes, they are now represented as
instances of the skos:ConceptScheme class. “skos:” stands for the
SKOS namespace. Each entry in these classifications is represented
as an instance of the skos:Concept class. The OWL class hierar-
chy of (Doulaverakis et al., 2012) is represented in Panacea using
the properties skos:broaderTransitive and skos:narrowerTransitive,
while the unions of classes for Custom Concepts Collections are
represented using the skos:member property. Correspondence bet-
ween the semantic transformation methodologies that were followed
in the current work and in (Doulaverakis et al., 2012) is presented
in Table 1.
It is interesting to note that the SKOS vocabulary offers exactly

what is needed in order to capture the semantics of the medical
classifications without making sacrifices in expressiveness. One can
argue that it can be considered more precise than the OWL expres-
sions, as in the case of the similarity of Substances and ATC codes.
This similarity is better represented by the skos:closeMatch relation
than owl:equivalentClass. For Panacea a total of 64, 658 definitions
of classification codes have been expressed using SKOS.

4 PANACEA ONTOLOGY AND REASONING
The core ontology of Panacea is visualized in Figure 2. The afo-
rementioned SKOS ontologies were imported to the Panacea core
ontology under theMedicalDefinitions class. The Patient class holds
the patient instances and is connected to the MedicalDefinitions
class with the hasData properties. The patient recommendations,
indications and contraindications, regarding substances that should
and should not be prescribed are expressed with the canTake and
cannotTake properties, respectively. The patients age group and sex
group are expressed through the hasAgeGroup and hasSexGroup
properties.

4.1 Medical reasoning
When querying the system for recommendations, a patient instance
is created with the initial patient data (through the hasData,
hasAgeGroup and hasSexGroup properties) and is loaded in the
knowledge base. The reasoner, using RDFS inference and a
small number of additional rules, infers all the implicit pati-
ent data. As an example consider a patient who suffers from
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Table 1. Correspondence between the semantic transformation in the early GalenOWL system and the proposed Panacea framework

GalenOWL Panacea

Annotation rdfs:label skos:prefLabel

Equivalence owl:equivalentClass skos:closeMatch

Custom collections owl:unionOf skos:member

Hierarchy rdfs:subClassOf skos:broaderTransitive
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Fig. 2. Panacea ontology

a form of thrombocytopenia. An instance is created with the
property <pan:patient pan:hasData icd:D69.6>. The reasoner
through the skos:broaderTransitive relation will infer the triples
<pan:patient pan:hasData icd:D69>, <pan:patient pan:hasData
icd:D65-D69>, <pan:patient pan:hasData icd:D50-D89 >. Addi-
tionally, the custom collection definition of pnc-cc:deficiency-
bone-marrow has icd:D69.6 as one of its members so the triplet
<pan:patient pan:hasData pnc- cc:deficiency-bone-marrow> will
also be inferred. At the end, the patient instance will be enriched
with all the underlying implicit information.

4.2 Rule-based reasoning
Drug recommendations in Panacea are generated using a rule-based
approach. The rules express the indications and contraindications of
drug substances while their premises are the medical definitions and
the patients’ age and sex group. The rules use the logical operators
and (&) and or (|) and parentheses. An example of a rule is for the
substance “ lisuride” which is expressed as

lisuride = icd:E22.0 | (icd:E22.1 & (icd:N91.0 | icd:N97)),
ageGroup=adult or elder

The above rule reads that the substance “lisuride” is recommended
for adult and elder patients who suffer from E22.0, OR suffer from
E22.1 AND one of the N91.0 OR N97. For using these rules, they
have to be properly parsed and transformed in order to match the
knowledge base and the enriched, with implicit knowledge, patient
instance. The proposed rule structure allows modifications to spe-
cific rules without the changes affecting the rest of the rule base.
This enables the rule base to be up-to-date with the latest clinical
advancements, which is a requirement as clinical pharmacology and
medicine are constantly evolving. Analysing Panacea’s architecture

in Figure 1 it can be seen that due to the layered reasoning approach,
the knowledge base (medical definitions+ reasoner) is actually used
for producing the enriched patient instance. This means that the
instance can be fed to a rule reasoner which has appropriately loaded
the medical-pharmaceutical rules, without the reasoner having to
communicate with the knowledge base for further utilization. Using
this approach and with proper modifications, any rule engine can
be used to produce the drug recommendations. To demonstrate this
ability, two separate rule engine integrations have been developed
and are presented below. The medical rule base consists of 1, 342

rules which were extracted and encoded directly from official docu-
ments, such as Summary of Product Characteristics (SPC) Patient
Information Leaflets (PIL), regarding drug indications, contraindi-
cations, interactions and dosage. The validity of the rule base has
already been assessed in (Doulaverakis et al., 2012).
It should be noted that work is under way in order to add more

functionalities in the drug proposed recommendation system. One
of these is the ability to offer additional information such as the pro-
posed dosage for a recommended substance. In order to accomplish
such a task, the pharmaceutical rules are being enriched with clini-
cal variables that are important, other than sex and age group. These
variables include somatometric characteristics such as height and
body weight, creatinin clearance (useful for calculating the dosage
for antineoplasmic drugs) and the disease itself as a substance could
be indicated at a specific dosage to treat a certain disease, but a
different dosage is recommended for another disease.

4.2.1 Jena rule engine For using the rule engine of the Apache
Jena API (Apache Jena, 2012) the rules had to be translated to the
Jena rule language. An automated parser was developed for this
purpose. As for most semantic rule reasoners, OR clauses are not
allowed in a rule definition so separate rules had to be expressed for
every premise that was OR’ed in the original rule base. For example,
the rule for “lisuride” was expressed by 3 different rules:

1. (?patient pan:hasData icd:E22.0) →

(?patient pan:canTake sub:lisuride)

2. (?patient pan:hasData icd:E22.1)
(?patient pan:hasData icd:N91.0) →

(?patient pan:canTake sub:lisuride)

3. (?patient pan:hasData icd:E22.1)
(?patient pan:hasData icd:N97) →

(?patient pan:canTake sub:lisuride)

This rule expansion resulted in a total of 6, 451 rules to be expres-
sed in the Jena language. Trying to load the whole rule base and
performing inference for recommendations proved inefficient for
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real time use, requiring on average as much as 8 seconds. In order to
tackle this issue a coarse rule selection phase was introduced. The
selection was executed in 2 iterations. During the first iteration, a
subsetA of candidate rules is created from the initial rule base, that
match the patient’s sex and age group. This subset is selected for fur-
ther processing. In the second iteration, rules fromA that contain at
least one of the patient’s data, i.e. a skos term, in their premises are
singled out and a final set R ⊆ A is created from them. Remem-
bering that the implicit knowledge extraction was performed during
the introduction of the patient instance to the reasoning framework,
creation ofR is actually a simple and fast process. It merely requires
string matching and all the whole processing is executed in memory.
As a result the overall burden that is added to the whole reasoning
process is minimal. From the initial rule base of 6, 451 rules it is
common for R to contain as less as 50 rules, whose evaluation is
much more efficient. Rule execution is performed with the Jena
rule engine and the patient instance is modified and now contains
the drug recommendations. These recommendations are retrieved
through SPARQL querying, using Jena’s query engine. The advan-
tage of the Jena engine is that it can readily consume the patient
instance for producing the recommendations.

4.2.2 Drools rule engine As an alternative approach, the Drools
(Drools, 2012) business rule engine was used. In contrary to the
Jena engine, Drools could not directly use the patient instance for
performing reasoning. For this purpose, the instance was transfor-
med to a Java bean, where the properties of the ontology Patient
class are mapped to Java methods using the JenaBean API (http:
//code.google.com/p/jenabean/). The bean was appro-
priately declared to Drools and was handled for rule execution. A
similar approach for integrating Jena and Drools was used in (Bra-
gaglia et al., 2010). The Drools Rule Language (DRL) permits the
use of OR’ed clauses in the body, so the 1, 342 original medical
rules were translated to the same amount of rules in DRL, using an
automated parser similar to the one used in the Jena approach. For
example, the rule for “lisuride” from the previous paragraph was
expressed in DRL as:

RULE ‘‘lisuride’’
WHEN
p: Patient(data : hasData)
exists( (MedicalDef(uri==icd:E22.0)

from data) ||
(MedicalDef(uri==icd:E22.1 && uri==icd:N91.0)

from data) ||
(MedicalDef(uri==icd:E22.1 && uri==icd:N97)

from data) )
THEN
Substance lisuride = (Substance)JenaBean.

reader().load(sub:lisuride);
modify(p) {p.canTake(lisuride)}
END

Execution was straightforward with no preprocessing required.
Drools is optimized for handling large rule bases, so no rule pre-
selection step was required as this would have little impact in
reasoning efficiency. The result of this reasoning process is a modi-
fied patient Java bean with the drug recommendations. The bean
is transformed to Jena model instance and SPARQL querying for
retrieving the recommendations is possible. What this approach
demonstrates is that it’s possible to integrate business rule engines
as reasoners in the framework, thus being able to make use of the

high efficiency and optimizations of these engines with the semantic
description and interpretation of data.

5 EVALUATION AND DISCUSSION
For evaluating the framework, a comparison was made between the
two approaches for the final stage reasoning and with GalenOWL
(with values taken from (Doulaverakis et al., 2012)). The compari-
sons were focused on the usability of the framework in a production
environment as the rule base has been validated in (Doulaverakis
et al., 2012). Three parameters were measured. These were initia-
lization time, the time to get the system up and running, memory
consumption after initialization, and query response time, i.e. the
time that is needed to have the rule base executed and the results
retrieved. Results are shown in Table 2.
There are some points to discuss in the table results. Initializa-

tion involves loading the ontology in memory, performing inference,
and preparing the medical rule base for patient data reasoning. In
the Jena implementation, the rule base is processed and loaded
only after the patient instance has been introduced to the system,
while the Drools implementation loads the whole rule base on the
engine before any patient data are introduced. As a result, Drools
appears slower than the Jena approach regarding initialization. For
the same reason, memory consumption appears greater for Drools.
This metric corresponds to memory consumption from initialization
to recommendations retrieval. While in Drools the whole rule base
is loaded on memory, in Jena the approach was to load a small sub-
set of the rule base that could possibly match the patient data, which
leads to a smaller memory footprint. Finally, for query response the
advantage is with Drools, as was expected, mainly due to the fact
that Drools is a dedicated rule engine while Jena’s focus is not at
providing a state of the art reasoner and rule engine, but a versatile
API for ontology management.
Numerically, the Jena approach seems to be more efficient than

Drools, apart from the query execution time but for which the dif-
ference is not important. However, while for the present knowledge
base Jena seems to perform better, this fact could change as more
and more rules are added. It is estimated that eventually at its final
stage, Panacea will incorporate more than 9, 000 drug-drug and
drug-disease interactions. As already said, Jena is more focused as
an ontology API and less as an efficient rule engine which could
eventually lead to scaling problems. On the other hand, scaling with
Drools is not an issue. The value of business rule engines as Seman-
tic Web reasoners has been previously exploited using approaches
such as (O’Connor and Das, 2012), where the authors implemen-
ted two OWL2-RL Motik et al. (2009) reasoners using the Drools
and Jess rule engines respectively. The use of traditional rule engi-
nes with the Semantic Web technologies brings together the best of
both worlds, i.e. increased efficiency coupled with interoperability
and semantic annotation of information.
What is also noticeable from Table 2 is the decreased memory

requirement of Panacea compared to the previous OWL- based
GalenOWL system, although the two approaches offer very similar
functionality. As a result of this achievement, Panacea can accom-
modate a far greater knowledge base thus supporting the claim of
increased scalability.
Panacea will eventually be offered as a service with potential

customers being health care professionals. Other possible exploi-
tation routes are being investigated such as integration to patient
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Table 2. Evaluation between the 2 Panacea reasoning approaches and GalenOWL

Panacea-Jena Panacea-Drools GalenOWL

Initialization time 32.0 s 34.7 s 148 s
Memory consumption 169 MB 280 MB 649 MB
of which rule base consumes 0 MB 111 MB —
Query response time 47 ms 5 ms 16 ms

management systems in health clinics. The use of personalized drug
prescription systems, as Panacea, in everyday practice will have
major advantages to the society and the economy. A major bene-
fit from the use of such systems is the reduction of medical costs
through rational drug prescriptions that personalized drug prescrip-
tion allows (Fischer et al., 2008). Another benefit is a positive effect
in public health with reduction of outbreaks relating to drug interac-
tions or adverse effects (Ammenwerth et al., 2008). All knowledge
regarding drug information is encoded and is available to the experts
in order to aid them during prescriptions thus acting as decision sup-
port systems. It should be stressed out that drug recommendation
systems do not aim to replace medical experts but to support them
in their practice.
A limitation of the proposed approach is that a rather large

amount of manual effort by experts is required in order to populate
and enrich the rule base. Although the semantic technologies that
have been employed can make rule authoring simpler, no automa-
ted method for pharmaceutical rule generation has been integrated.
However, one would argue that since rule authoring is performed by
experts then the rules are verified and guaranteed to be correct. Even
if an automated method, such as rule mining, had been implemen-
ted, the generated rules would still have to be verified be an expert
in the field. Manual verification, although less intensive, would still
be required.

6 CONCLUSIONS
The paper presented Panacea, a framework for semantic-enabled
drug recommendations discovery. The framework utilizes a layered
reasoning approach were the medical ontology and the patient data
instances are fed to an extended RDF(S) reasoner in order to infer
implicit knowledge. Drug recommendations are generated using the
second reasoning layer where any common rule engine can be used.
As a proof of concept implementation, the Jena reasoner and the
Drools rule engine has been integrated and separate tests regarding
requirements and efficiency were conducted. For the Jena reasoner
implementation a 2 step rule selection method was followed which
resulted in computationally efficient reasoning. The tests concluded
that both approaches perform significantly better than the earlier
GalenOWL system, while at the same time maintaining the same
quality of results and improving performance. Concerning future
work, the addition of dosage recommendations in the rules is an
ongoing work. Additionally, the possibility to add probabilistic rea-
soning will be investigated. To this end, Drools is being extended
with a fuzzy reasoning engine (Sottara et al., 2008), which while it’s

still in development, it’s actively supported and it is mature enough
to be able to use it as a testing framework.
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ABSTRACT 

Administration of different vaccines triggers a variety of adverse events 
in some groups of people but not in others. This phenomenon may be due 
to the variation of genetic factors that affects the susceptibility to vaccine 
adverse events. In this study, we introduce the development of an Ontology 
of Genetic Susceptibility Factor (OGSF) that is aligned with the Basic 
Formal Ontology (BFO). OGSF represents the genetic susceptibility, 
genetic susceptibility factors and vaccine adverse events using formal 
ontologies. Two case studies were used to test and validate the model. One 
case study represents a human gene allele DBR1*15:01 as a genetic 
susceptibility factor to vaccine Pandemrix related multiple sclerosis. 
Genetic polymorphisms associated with smallpox vaccine adverse event 
was analysed as the second use case. A SPARQL query, visualization of 
extracted data as a network and the social network analysis of the network, 
further provide insights on the evaluation and application of the ontology.  

1 INTRODUCTION  
Vaccines have enabled tremendous decreases in infectious 
diseases and remain among the most effective of our public 
health initiatives. At the same time, as an ever increasing 
number of vaccines is administered globally, many vaccine-
associated adverse events and reactions have been identified 
and threaten the public health successes attributable to 
vaccines [1].  As defined in the Vaccine Adverse Event 
Reporting System (VAERS) and Ontology for Adverse 
Event (OAE), a vaccine adverse event is an adverse event 
following vaccination and does not assume a causal 
association [2]. Vaccine-related adverse events often occur 
in some populations but not in others, which has led to the 
hypothesis of genetic susceptibility to vaccine adverse 
events [3, 4].  

Genetic susceptibility, also called genetic predisposition, 
is an increased likelihood or chance of developing a 
particular disease due to the presence of one or more gene 
mutations and/or a family history that indicates an increased 
risk of the disease. The allele that confers the increased 
risk/susceptibility may be inherited but the disease itself will 
not. The single locus genotype is usually insufficient to 
cause a disease. For the disease to appear, impaired 
expressions of alleles at other gene loci and/or 
environmental factors are often needed [5].  

Genetic susceptibility factors are the genetic entities, most 
likely genetic variations, which influence the susceptibility. 
The genetic susceptibility factors contributing susceptibility 
to a disease may not be obvious mutations. It is more likely 
a combination of subtle changes on several genes, which 
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may be quite common in the healthy population. Moreover, 
the main determinants of susceptibility may be different in 
different populations [6]. With current technological 
advances and new biostatistics approaches to understanding 
a large number of databases of information, we can now 
better understand how genetic variations become critical to 
vaccine-induced positive host responses and adverse 
reactions.  

An Ontology of Genetic Susceptibility Factor (OGSF) 
was  previously developed for our formalization of the 
definitions of   ‘genetic   susceptibility’   and   ‘genetic  
susceptibility   factor’   using   the   TCF7L2   gene   and   its  
susceptibility to Type 2 Diabetes as an example [7]. The 
entities important for the representation of genetic 
susceptibility to diseases include: genetic polymorphism, 
the population and geographical location, the disease 
entities, and related statistical entities (e.g., odds ratio and p-
value). Here we consider that a vaccine adverse event is a 
pathological bodily process, and we extend the former work 
to model the genetic susceptibility to adverse event.  

Based on previous studies, we have now developed a new 
version of genetic susceptibility-focused ontology, the 
Ontology of Genetic Susceptibility Factor (OGSF) by using 
Basic Formal Ontology (BFO) 2.0 as its upper ontology. 
OGSF is used to study the susceptibility factors associated 
with vaccine adverse events. 

2 METHODS   
2.1 Ontology editing 

The format of OGSF ontology is W3C standard Web 
Ontology Language (OWL2) (http://www.w3.org/TR/owl-
guide/). For this study, many new terms and logical 
definition were added into original OGSF [7] using the 
Protégé 4.3.0 build 304 OWL ontology editor 
(http://protege.stanford.edu/). 

2.2 Ontology term reuse and new term generation  
OGSF imports the whole set of the Basic Formal 

Ontology (BFO)  [8]. To support ontology interoperability, 
many terms from reliable ontologies are reused. For this 
purpose, OntoFox  [9] was applied for extracting individual 
terms from external ontologies. For those genetic 
susceptibility-specific terms, we generated new OGSF IDs 
with   the   prefix   of   “OGSF_”   followed   by   seven-digit auto-
incremental digital numbers.  
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2.3  Evaluation of OGSF 
Use case studies were designed based on literature survey. 
SPARQL was performed using the SPARQLquery plug-in 
embedded with Protégé 4.3.0 build 304. Graphed data was 
extracted using the OntoGraf plug-in [10] Gephi 0.8.2 beta 
(http://gephi.org)[11] was used to conduct social network 
data analysis and visualization based on the extracted graph 
data from instances of OGSF.   

2.4  Availability and access 
The website for OGSF project is available at 
http://code.google.com/p/ogsf/. The source of the ontology 
is also available in the NCBO Bioportal:  
http://bioportal.bioontology.org/ontologies/3214.   

3  RESULTS   
3.1 OGSF is aligned with BFO 
The development of OGSF follows the OBO Foundry 
principles, including openness, collaboration, and use of a 
common shared syntax [12]. The early version of OGSF 
was not well aligned with BFO. To align OGSF with BFO 
2.0 Graz version, we started with key terms and render them 
using BFO's terms as parent terms.  

There are two core terms in OGSF: 'genetic 
susceptibility' and 'genetic susceptibility factor'. The OGSF 
term 'genetic susceptibility' (OGSF_0000000) is a subclass 
of 'disposition' (BFO_0000016). The alternative term for 
'genetic susceptibility' is 'genetic predisposition'. Note that 
in BFO 2.0 the term 'predisposition' is not included, so we 
put genetic susceptibility directly as the child term of 
'disposition'. The first level child terms of 'genetic 
susceptibility' include: 'genetic predisposition to disease of 
type X' (OGMS_0000033), 'genetic susceptibility to 
pathological bodily process' (OGSF_0000001), and 'genetic 
susceptibility to biological process' (OGSF_0000002). The 
term that reveals our use case is 'genetic susceptibility to 
adverse event following vaccination' (OGSF_0000010) and 
it is the third level child term of 'genetic susceptibility'.  

Another core OGSF term 'genetic susceptibility factor' 
(OGSF_0000004) is a subclass of 'material entity' 
(BFO_0000040). An allele, gene, genotype, and haplotype 
can be genetic susceptibility factors. The relation: 'material 
basis of at some time' (BFO_0000127), is used to link 
genetic susceptibility factor and genetic susceptibility. 

3.2 Modeling genetic susceptibility to adverse event 
following vaccination  

The genetic susceptibility to vaccine adverse events is used 
as a use case for OGSF redesign.  

Genetic susceptibility reflects the relation between a 
genetic factor (e.g. allele) and risk of condition, disease or 
responses to vaccines or drugs. Different levels of genetic 
association studies, such as family studies, genetic linkage 

studies, and population-based studies are conducted in order 
to determine whether or not a genetic variation mediates the 
diseases outcome such as a vaccine adverse event.  

Fig. 1 shows how we use OGSF terms and BFO relations 
to represent genetic susceptibility to vaccine adverse event. 
 

   Fig. 1. Design pattern for representing genetic susceptibility to a 
vaccine adverse event (VAE).  

The set of core terms representing the whole topic are 
‘genetic   susceptibility   factor’,   ‘genetic   susceptibility’,  
‘adverse   event’   and   ‘textual   conclusion   of   genetic  
susceptibility’.   In  Fig.1,   the 'genetic susceptibility factor' is 
the material basis of 'genetic susceptibility', which has a 
subclass   ‘genetic   susceptibility   to   vaccine   adverse   event’.  
The genetic susceptibility is realized in the process of 
‘vaccine   adverse   event’.   The   ‘genetic   susceptibility   factor’ 
is the part of a 'human vaccinee carrying susceptibility allele 
for   adverse   event’, which ‘actively   participates   in’   the  
‘vaccine   adverse   event’.   On   the   other   hand, a ‘genetic  
association   investigation’   has  participant   ‘case   group’  with  
the  ‘human  vaccine  carrying  susceptibility  allele  for  adverse  
event’  as  its member. The  ‘genetic  association  investigation’  
has   ‘textual   conclusion   of   genetic   susceptibility’   as   its  
specified output, and the conclusion ‘is  about’  both  ‘genetic  
susceptibility   factor’   and   ‘vaccine   adverse   event’.   An  
inverse   of   VO   relation:   ‘vaccine   immunization   for   host’  
interlinks the  human  vaccinee  and  ‘vaccine’.  ‘Vaccine’ is a 
specified input of the process  of   ‘vaccination’.  Relation   ‘is  
preceded   by’   linking   ‘vaccination’   and   vaccine   adverse  
event’   indicates   that   ‘vaccination’   happens   before   the  
‘vaccine  adverse  event’.     

3.3 Modeling genetic association study 
Studies have provided many supporting evidences for 
asserting susceptibility factors to adverse event outcomes. 
Based on the OBI framework, we specially modeled the 
genetic association study designs according to our use case. 
The textual definition of OGSF term 'genetic association 
investigation' was given as: 'an investigation that aims to 
test whether single-locus alleles or genotype frequencies (or 
more generally, multilocus haplotype frequencies) differ 
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between two groups of individuals (usually diseased 
subjects and healthy controls)'. Different types of those 
studies exist, such as 'case-control study', 'GWAS study' 
(Genome-Wide Association Study) and 'case report'. 
'GWAS study' is a type of 'case-control study' and has two 
subclasses 'initial GWAS study' and 'replicate GWAS 
study'. The statistical method conducted in a study is 
modeled as 'data analysis' that is a part of an investigation as 
asserted in OBI. 'Case group' and 'control group' are 
subclasses of 'human study subject group'. The 'human study 
subject group' is the participant of the 'genetic association 
investigation'. 

A statistical analysis of the genetic susceptibility is based 
on the choice of a statistical study design, which depends on 
several factors related to the phenotype: the population, the 
accurate measurement of environmental factors, and known 
genetic background among other factors. Due to the 
presence of many different cofounders, it is often difficult to 
detect and verify genetic susceptibility factors associated 
with specific adverse event outcomes. Observed statistically 
significant genetic susceptibilities may be contradictory 
among different studies [13]. More and consistent 
observations in different populations may give stronger 
evidence to support the true causal relation between a 
'genetic susceptibility factor' and an observed outcome. 
Well-designed experiments may be applied to verify the 
association. In order to store the result from genetic 
association studies, we use 'textual conclusion of genetic 
susceptibility' to be asserted as 'specified output of' a 
'genetic association investigation'.  The 'textual conclusion 
of genetic susceptibility' is a 'textual entity'. The 'is about' 
relation was used to link the conclusion with 1) 'genetic 
susceptibility factor' and 2) ‘vaccine  adverse  event’  process.  

Three terms: 'positive conclusion of genetic 
susceptibility', 'negative conclusion of genetic susceptibility' 
and 'neutral conclusion of genetic susceptibility' are asserted 
as subclasses of 'textual conclusion of genetic susceptibility'. 
A 'positive conclusion of genetic susceptibility' means that a 
positive conclusion is drawn based on a significant 
statistical association of a genetic factor and a vaccine 
adverse event as studied in this paper. A 'negative 
conclusion of genetic susceptibility' a denied association 
between a genetic factor and an adverse event. Sometimes, 
depending on the data, an investigator may draw a 
conclusion of a non-significant association but without a 
clear deny of a possible association. This situation is 
captured  using  ‘neutral  conclusion  of  genetic  susceptibility’.  

3.4 Case study 
Case studies are used for two purposes: 1) to validate the 
modeling, 2) to test possible applications of the ontology. 
3.4.1 Case study 1: HLA allele DBR1*15:01 is genetic 
susceptibility to Pandemrix related multiple sclerosis 

   Vrethem et al.  reported the occurrence of severe 
narcolepsy with cataplexy and multiple sclerosis (MS) in a 
previously healthy young male in association with 
Pandemrix vaccination [14]. The investigators found that 
that those patients carrying HLA allele DBR1*15:01 were 
associated with MS and those having HLA allele 
DQB1*06:02 were associated with narcolepsy. It was also 
concluded that the genetic susceptibility in this patient is a 
clue that an immune-mediated mechanism and a common 
etiology for both diseases in this patient. 

The DBR1*15:01 as a genetic susceptibility factor 
responsible for Pandemrix-induced MS was modeled in the 
class level using OGSF, and the particular study was 
modeled in instance level using OGSF (Fig 2).  

At the class level, 'DBR1*15:01' is an 'allele of HLA 
gene', which is also the material basis of (BFO 2: 'material 
basis of at some time') 'genetic susceptibility to vaccine 
adverse event'. The   instance   of   ‘DBR1*15:01’ is a part of 
the MS patient instance. In class level, 'multiple sclerosis 
AE patient' 'actively participates in' the 'multiple sclerosis 
AE' process. Multiple Sclerosis adverse event is preceded 
by the 'Pandemrix vaccination'.  'Pandemrix' is a participant 
of 'Pandemrix vaccination' and it is related to the MS patient 
using a short relation from Vaccine Ontology (VO): 'vaccine 
immunization for host', which relates a vaccine with a 
vaccinee. 

 Fig. 2. OGSF modeling of vaccine-associated multiple sclerosis 
 
Since it is a case report, this study gives one specific 

positive supporting evidence to the genetic susceptibility of 
DBR1*15:01, which is asserted at the instance level. We use 
'genetic association study_1' to represent the study, which 
gives a specific output 'positive conclusion of genetic 
susceptibility_1'. This specific conclusion is about the entity 
'DBR1*15:01' and the 'multiple sclerosis AE'. 
3.4.2 Case study 2: genetic polymorphisms associated with 
adverse events after smallpox vaccination  
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   Reif et al. reported that genetic polymorphisms in an 
enzyme methylenetetrahydrofolate reductase (MTHFR) and 
an immunological transcription factor (IRF1) were 
associated with AEs after smallpox vaccination [15]. In this 
study, two independent clinical trials were conducted as 
initial and replicating genetic association studies separately. 
The Odds Ratio was used to measure the association 
between genotypes and systematic adverse event. Only 
strong association supported by a statistically significant 
Odds Ratio in both studies was considered and asserted as a 
true positive genetic association.  

In this case, the important information to be stored is the 
susceptibility allele of the SNPs and the statistical power in 
two studies. Those information was curated and summarized 
in Table 1. 
Table 1. Statistical summary of genetic susceptibility factors with 
systematic adverse event following smallpox vaccination 

GSF& Allele Gene Odds Ratio P-value Study 
1 or 2 

 

rs1801133 SNP T MTHFR 2.3 (1.1–5.2) 0.04 1  
rs1801133 SNP T MTHFR 4.1 (1.4–11.4) 0.01 2  
rs9282763 SNP G IRF1 3.2 (1.1–9.8) 0.03 1  
rs9282763 SNP G IRF1 3.0 (1.1–8.3) 0.03 2  
rs839 SNP  A IRF1 3.2 (1.1–9.8) 0.03 1  
rs839 SNP A IRF1 3.0 (1.1–8.3) 0.03 2  
Haplotype 1* G,A IRF1 3.2 (1.0–10.2) 0.03 1  
Haplotype 1* G,A IRF1 3.0 (1.0–9.0) 0.03 2  
Haplotype 2# T,C,A IL4 2.4 (1.0–5.7) 0.05 1  
Haplotype 2# T,C,A IL4 3.8 (1.0–14.4) 0.06 2  

Notes:  
& GSF stands for Genetic Susceptibility Factor 
* Haplotype 1 contains G allele of  rs9282763, A allele of rs839 in IRF1 gene.  
# Haplotype 2 contains T allele of rs2070874,C allele of  rs2243268, A allele of 
rs2243290 in IL4 gene. 

The class level assertion is similar to case study 1. For 
example, the constrains representing one of the genetic 
susceptibility factors, A allele of rs839, are as follows: 
  1.  'material basis of at some time' some 'genetic susceptibility to 
adverse event following vaccination'  
   This axiom denotes that the A allele of rs839 is the material basis 
of the genetic susceptibility to AE induced by vaccination 

  2.  'part of continuant at all times that whole exists' some ('human 
vaccinee experiencing systemic adverse event' and inverse('vaccine 
immunization for host') some 'Smallpox virus vaccine') 
   This  axiom  denotes  that  the  ‘A  allele  of  rs839’  is  part  of  some  
human who is experiencing systemic adverse event and had 
vaccinated by Smallpox vaccine 

  3.  isContainedIn some 'IRF1 gene'  
   This  axiom  denotes  that  the  ‘A  allele  of  rs839’  is  contained  in  IRF1  
gene 

  4.  'alternative allele of SNP'  
   This  axiom  denotes  that  the  ‘A  allele  of  rs839’  is  an alternative 
allele  

  5.  'susceptibility allele' (inferred) 
   This  axiom  denotes  that  the  ‘A  allele  of  rs839’  is  a  susceptibility  
allele, so it is a genetic susceptibility factor. 

The instance level representation representing two 
independent studies provide the statistical supporting 
evidence to the genetic susceptibility (Fig. 3).  
Fig  3  illustrated  that   two  ‘positive  conclusions  of  genetic  

susceptibility’  from  clinical  trail  1  and  trail  2  support  the  ‘T  
allele of rs1801133 SNP’  as   the   ‘material  basis  of  at   some  
time’   the  ‘genetic   susceptibility  of  adverse  event   following  
vaccination’.   The   datatype   properties   ‘hasOddsRatio’   and  
‘hasPvalue’  are  properties  of  the  ‘positive  conclusion  of  the  
genetic   susceptibility’. Using these datatype properties, the 
real data denotes the statistical power was represented in the 
ontology. 

Fig. 3.  Modeling Case Study 2 using OGSF 
 

3.4.3 SPARQL query  
A SPARQL script was developed to query against inferred 
OGSF ontology. The query led to the retrieval of the genetic 
susceptibility factors, as shown in Table 1. (Sparql query 
script shown in Supplemental material if allowed). 
 
3.4.4  Visualization and social network analysis   
In order to give a better view of the terms and links between 
terms, data from case study 2 was extracted using OntoGraf 
and visualized using Gephi as following (Fig. 4 and 5). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. All related nodes within case study 2. 
Fig. 4. shows how the data and terms interlinked with 

each other in the network of case study2. The most 
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connected  node  is   ‘systematic  adverse  event  after  smallpox  
vaccine’,   since there are 10 conclusions related to it as 
shown in table1. All the genes, relevant SNP alleles and 
haplotypes are interlinked with each other, and can be 
captured as a community within the network, which 
indicated by colors of the node. 
  Running  Gephi’s  ‘filter’  function,  two different views of 
the network of case study 2 were yield as shown in Fig 5. 

 
 
Fig. 5. Two views of the 
genetic susceptibility 
network in case study2.  
(A). EgoNetwork filter 
view of the network, 
which shows entities that 
are directly linked to 
'genetic susceptibility to 
vaccine adverse event'. 
(B) Closeness centrality 
filtered view of the 
network.  All the dots in 
the figure have closeness 
centrality value equal to 
0.  

 
 
 

Combining Fig. 5A and 5B, it indicates that: 1) in OGSF, 
the genetic susceptibility is directly related with variants, 
such as SNPs and haplotypes. 2) Gene is indirectly linked to 
genetic susceptibility via variants. The in-directed 
connection can be captured by centrality network analysis in 
the given data set. In our specific case study 2, the closeness 
centrality calculations of genetic susceptibility, adverse 
event and genes are the lowest. 

4 DISCUSSION 
4.1 Representing genetic susceptibility requires the 

notion of instance level evidence 
The purpose of representing the knowledge of genetic 
susceptibility here is to extend existing beliefs by adding 
new facts. For example, if in one study A1, the genetic 
factor SNP B is statistically significant related to an adverse 
event C, then the SNP B as a genetic susceptibility factor 
will be represented using the OGSF framework. This 
knowledge will become an existing belief, when another 
study A2 reached the same conclusion, this fact will be 
added into the OGSF knowledgebase and hence provide 
stronger supporting evidence to the genetic causal 
association. Another example is that suppose gene G is 
related with both SNP B and SNP E, when another study A3 
gave the conclusion of SNP E statistically significant related 

with the same adverse event C.  To add this fact into OGSF 
would strengthen the belief that gene G is related to the 
genetic causal association. 

The notion of genetic susceptibility can be expressed 
using OWL classes, whereas each study is modeled in 
instance level as data item. To simplify the connections, the  
relation 'is_about' was used to bridge the individual level 
'textual' conclusions from an individual study to a 'genetic 
susceptibility factor' (class level) and specific vaccine 
adverse event (class level). The efficiency and applicable 
aspects of these relations need to be tested using more 
complicated datasets and SPARQL query. 

4.2  The granularity of genetic susceptibility factor is 
at allele level 

Nowadays, thousands of Single Nucleotide polymorphisms 
(SNPs) can be tested efficiently in large population-based 
studies. Researchers are using various entities to describe 
genetic susceptibility bearers, such as genotype, SNP, LD 
block, haplotype and so on. Except for LD block, other 
genetic susceptibility factors can be represented by notion of 
allele. As defined in our previously developed Ontology for 
Genetic Interval (OGI) [16],   ‘allele’   is   ‘an alternative form 
of a genetic interval that is located at a specific position on a 
specific chromosome’. In OGI, term 'allele' has following 
subclasses: 'allele of gene', 'allele of polymorphism', 'allele 
of SNP', 'allele of phenotype', 'allele shared by sibs'. OGSF 
fully imports OGI, thus inherited the OGI's allele classes 
and definitions. OGI gives formalized topological relations 
between alleles and genes, so that the relations between 
alleles and genes can be logically calculated [14]. Adopting 
those relations ensure the example discussed in the section 
4.1 can be reasoned in OGSF.  

4.3  Visualization of sub network of OGSF data 
The ontology's instance level data can be visualized as 
directed graph. The visualization and network analysis 
results provide deep insights in terms of ontology designing. 
Representing the genetic susceptibility can be addressed 
using three layers of information depending on researchers' 
interest. The first layer is the direct link of types of genetic 
factors and investigated adverse event. In our representation, 
it is grounded to allelic variant level.  The second layer is 
the supporting conclusion that provides positive evidence to 
the direct link. The third layer is the linking between a gene 
and the investigated adverse event. Since in OGSF, gene 
and adverse event are not directly linked, the social network 
analyses shows that this indirect link can be measured 
mathematically and thus provide the foundation for 
prediction. It is noted that usually only significant 
associations were reported in the literature, and many 
negative results may not be available. The network analysis 
may be biased. 
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  In conclusion, based on the formalization of genetic 
susceptibility, OGSF provides a frame work to represent the 
genetic allelic variants, genes and pathological processes. It 
requires ontological scientific discourse representations as 
those developed in SWAN ontology[17]. Furthermore, a 
large numbers of databases have been established in order to 
establish the relation between genotypes and phenotypes. 
Some of them, such as SNPedia [18], Bio2RDF [19], Leiden 
Open (source) Variation Database (LOVD) [20] and GWAS 
central [21], support sematic web and open data technology. 
OGSF is aim to be an intermediate layer between 
applications and above existing resources. 
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ABSTRACT 
The use of a top-level ontology, e.g. the Basic Formal Ontology (BFO), as 
a template for a domain ontology is considered a best practice. This saves 
design efforts and supports multi-disciplinary research. The Drug Discov-
ery Investigations ontology (DDI) for automated drug discovery investiga-
tions followed the best practices and imported BFO. However not all BFO 
classes were used. Quality assurance is an important process in the devel-
opment of ontologies. One methodology proven to support quality assur-
ance is based on automatic derivation of abstraction networks (ANs) from 
the original ontologies. An AN of an ontology is a compact secondary 
network summarizing the ontology. ANs were shown to support the identi-
fication of sets of concepts with higher concentrations of errors than control 
sets. In this paper, an AN is derived for the DDI, based on object proper-
ties. The top node of this AN represents a set of 81 classes without any 
object properties. Nodes of an AN representing many classes tend to indi-
cate modeling errors. Upon reviewing these 81 classes, we discovered that 
among them are most of the classes imported from BFO, and that most of 
these classes are irrelevant for DDI. An algorithm for hiding such irrelevant 
classes from a specified ontology is described. As many as 18 (56%) of the 
32 BFO classes represented by the top node of the AN were hidden from 
DDI by the algorithm. We conclude that ontologies reusing a top-level 
ontology should employ this AN-based approach. 

1 INTRODUCTION  
The use of a top-level ontology as a template for a domain 
ontology is considered a best practice in ontology engineer-
ing. A well-developed top-level ontology eases the devel-
opment of domain ontologies and reduces possible errors 
and inconsistencies. The Open Biomedical Ontologies 
(OBO) Foundry (www.obofoundry.org) recommends the 
use of the Basic Formal Ontology (BFO) 
(www.ifomis.org/bfo) as a top-level ontology for bio-
medical ontologies. The ontology of Drug Discovery Inves-
tigations (DDI) has been developed to support automated 
drug discovery investigations run by a Robot Scientist 
“Eve” (Qi et al. 2010). DDI defines the essential entities for 
the recording and reasoning with data about the biological 
activity of compounds. A logically consistent description of 
the data and knowledge in the project is essential for the 
automation of scientific discovery (King et al. 2009).   

DDI has been designed to be easily extendible to and 
compatible with other applications. Consequently DDI uses 
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BFO and the RO (Relations Ontology) as design templates, 
and extends BFO by classes for drug design. For example 
the class role has been extended by the subclasses drug role, 
agonist role, etc. Some imported BFO classes were left un-
used, e.g., the class connected_temporal_region. “Unused”  
means that there are no child classes introduced, and no 
object properties added to an imported class.  

Since ontologies intend to facilitate the representation 
of semantics for humans and computers, it is important that 
the navigation through an ontology by humans and during 
automated reasoning be efficient. Therefore unused classes 
diminish the usability of the ontology, because they unnec-
essarily complicate it. The simplification of the DDI by the 
removal of even a few classes has a considerable impact on 
efficiency. Eve runs thousands of parallel experiments and 
records millions of data items. Therefore any unused classes 
should be hidden from the data recording procedures as 
soon as the domain ontology has reached a stable state. At 
the current state-of-the-art this is not standard practice, be-
cause there is no easy way to identify and hide such classes. 
Reasoners do not report them as problematic. Ontology 
evaluation criteria are not explicit in regard to unused clas-
ses. 

To be reliably usable, ontologies need to go through a 
Quality Assurance (QA) process, e.g. as a part of a larger 
software system. QA may involve an auditing regimen for 
discovering modeling errors and inconsistencies in the on-
tology. Without such an auditing process, the errors in an 
ontology may cause a malfunction of an information system 
using the ontology. A part of QA should be the hiding of 
imported classes that are not used by the domain ontology. 
We  refer  to  this  process  as  “hiding the redundant imports.” 

One of the methodologies proven to support QA is 
based on the automatic derivation of an Abstraction Net-
work (AN) from an original ontology (Wang et al. 2007). 
An AN of an ontology is a compact secondary network 
summarizing the structure and content of the ontology. ANs 
were shown to support the identification of sets of concepts 
with higher concentrations of errors than randomly chosen 
control sets (Halper et al. 2007). Focusing QA efforts on 
such sets increases the yield of QA personnel, measured in 
number of problems found and corrected per unit of time. 

In this paper, an AN is derived for the DDI, based on 
domain-defined and restriction-defined object properties, 
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referred to as a partial area taxonomy (Ochs et al. 2013). 
The top node of this taxonomy is the Entity node, represent-
ing 81 classes (12.5% of all DDI classes) that do not have 
any object properties. Large groups of classes represented 
by a single node in an AN, especially by the top node, tend 
to have a high concentration of modeling errors (Ochs et al. 
2012; Ochs et al. 2013). Upon reviewing the classes sum-
marized by the top node, we discovered that they contain 
most BFO classes. 

BFO has no object properties and most classes import-
ed from BFO were not used in the DDI and should be hid-
den from the DDI. An algorithm for hiding this “redundant 
portion” of BFO from DDI will be discussed. As many as 
18 (56%) of the 32 BFO classes in the top node will be hid-
den from a subsequent release of DDI. All ontologies im-
porting a top-level ontology should employ this AN-based 
approach to QA, for hiding redundant top level classes.  

2 METHODS 
In previous research, two kinds of ANs, called area taxon-
omies and partial area taxonomies have been developed to 
support QA for Systematized Nomenclature of Medicine – 
Clinical Terms (SNOMED CT) (Wang et al. 2007). We 
have also derived taxonomies for OWL-based ontologies 
that use similar but not identical definitional elements for 
orientation and QA. The AN derivation and QA methodolo-
gies were successfully applied to the Ontology of Clinical 
Research (OCRe) (Ochs et al. 2012) and the Sleep Domain 
Ontology (SDO) (Ochs et al. 2013). An area is defined as 
the set of all classes that are explicitly defined or inferred as 
being exactly in the domains of a given set of object proper-
ties. The list of names of the object properties is used to 
name the area. In general, the object properties that define 
an area   can   all   be   “domain-defined,”  or  all be “restriction-
defined”  or  there may be a mix of both.  

Areas are connected by child-of links derived from the 
underlying ontology’s subclass links. A root of an area is 
defined as a class that has no parents in the same area (i.e. 
none of its parents share its set of object properties). An area 
may have more than one root. Every root of an area defines 

a partial area: a set of classes that includes this root and all 
its descendants in the same area. Just as areas, partial areas 
are connected by child-of links derived from underlying 
subclass links. Partial area A is a child-of partial area B if a 
parent (superclass) of A’s root class resides in B. 

Fig. 1 (a) provides an excerpt of 13 classes taken from 
the DDI, along with five object properties. Two object prop-
erties is_conretized_as and is about have explicit domains 
(in red), while three object properties has_participant, 
has_specified_input, and has_specified_output are used in 
class restrictions (in black). Classes that are within the do-
main of a particular set of object properties are shown in a 
dashed bubble, e.g., the class general-
ly_dependent_continuant is in the domain of the object 
property is_concretized_as. Information content entity is 
explicitly defined as the domain of is about, but it also in-
herits is_concretized_as from general-
ly_dependent_continuant. Conformation and contact infor-
mation are both implicitly in the domain of is about and 
is_concretized_as due to inheritance from Information con-
tent entity. 

Fig. 1(b) shows the area taxonomy for the excerpt of 
DDI in Fig. 1(a). Generally_dependent_continuant, within 
the domain of is_concretized_as, is represented by the area 
with the name “is_concretized_as.” Child-of links are 
shown as lines connecting the areas. Areas are organized 
into color-coded levels based-on their numbers of object 
properties. Areas with more object properties are lower 
down in the diagram.  

Fig. 1(c) shows the partial area taxonomy for Fig. 1(a). 
Partial areas are represented by white boxes within area 
boxes. Each partial area is named by its root. The number of 
classes (including the root) in a partial area is shown in pa-
rentheses. For example, in the area named “has_speci-
fied_input, has_specified_output”, there are two partial are-
as “data item extraction from journal article” and “docu-
menting,” each containing one class. We derived the partial 
area taxonomy for the DDI Entity hierarchy (Fig. 2). 

Our methodology hides all the classes that were im-
ported from a top-level ontology T into a domain ontology 

Fig. 1. (a) An excerpt of 13 classes and 5 object properties taken from the Ontology for Drug Discovery Investigations. (b) The area taxonomy derived from 
the classes in (a). (c) The partial area taxonomy derived from the classes in (a). 
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O, but were not utilized in O. In this paper, we are only con-
sidering top-level ontologies without object properties. 
Hence, a class C of T can be reused when constructing O by 
either associating object properties in O with C, or by mod-
eling new classes of O as children or descendants of C. By 
limiting ourselves to classes of O in the root partial area R 
in the taxonomy of O, we are automatically limiting our 
attention to classes imported from T without any object 
properties in O. If a class of T has an object property in O 
(there are a seven such classes of BFO in DDI) then such a 
class cannot exist in the root partial area R of the taxonomy.  

In addition, if a class in R was imported from T and is 
a leaf in O then, it was not utilized as the parent of any do-
main-related classes in O. Hence, such classes of O (T-
imported classes, for short) are irrelevant for O and should 
be hidden. Following BFO, DDI and many BioPortal ontol-
ogies, we furthermore assume, in this paper, that no classes 
of T and O have multiple parents. In other words, the hierar-
chies of T and O are trees, which simplifies algorithmic 
processing.  

We describe (but do not show) a recursive algorithm 
Hide(R, O, T, v) to automate the process of hiding unused 
T-imported classes from O. The algorithm uses three differ-
ent contexts O, R and T, and operates in these contexts. 
Hide performs a post-order traversal of the classes in R. 
First, Hide is recursively applied to all subclasses w of the 
argument class v in R, initiating at R’s root. When the tra-
versal backtracks to v, the algorithm checks whether v is a 
leaf in O. Note that v may have been a leaf in O before, or 

may have become a leaf due to the removal of all its sub-
classes in O. Furthermore, if v was T-imported into O and is 
not in the range of an object property of O, then it is not 
used at all in O and needs to be hidden from O. By limiting 
the traversal to R, Hide is efficient with O(|R|) complexity, 
where R is only a small part of O, since the post-order tra-
versal of a tree hierarchy is linear in the number of its nodes. 
However, the test whether a class is internal is done in O 
and not in R, because a leaf in R with subclasses in O was 
reused  in  O’s  modeling and should not be hidden from O.  

3 RESULTS 
DDI’s  Entity hierarchy contains 614 classes, which is 97.8% 
of DDI. There are 24 object properties, 14 of which are used 
within restrictions, 13 are given explicitly defined domains, 
and three have both. 
          First, we utilized the partial area taxonomy derivation 
methodology described by Ochs (Ochs et al. 2013) to derive 
the domain-defined or restriction-defined taxonomy of 
DDI’s  Entity hierarchy (614 classes) (Fig. 2). It contains 27 
partial areas in 20 areas including five large partial areas 
(over 20 classes) and four medium size partial areas (of 5-20 
classes). The other 18 partial areas include one class each.         
By reviewing the nine large and medium partial areas, e.g. 
chemical entity (39), information content entity (95), and 
document part (11), the user of DDI obtains a summary of 
the nature of classes in DDI. The names and sizes of these 
nine partial areas communicate knowledge about their con-
tent, supporting user orientation into DDI. The taxonomy 

Fig. 2. Domain-defined and restriction-defined partial area taxonomy for the DDI’s entity hierarchy 
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also displays the interaction among 18 partial areas of one 
class each, for sophisticated users, e.g. DDI curator, who are 
interested in orientation into the fine details of DDI’s con-
tent and structure. 

Entity (2) 
 continuant (3) 
 occurent (3) 
  processual_entity (6) 
   fiat_process_part 
   process (2) 
   process_aggregate 
   process_boundary 
   processual_context 
  spatiotemporal_region 
   connected_spatiotemporal_region 
    spatiotemporal_instant 
    spatiotemporal_interval 
   scattered_spatiotemporal_region 
  temporal_region 
   connected_temporal_region 
    temporal_instant 
    temporal_interval 
   scattered_temporal_region 
Legend:  LL  Leaf;    LL  Parent of leaves;  LL  Grandparent of leaves 
Fig. 3. Excerpt of BFO classes in Entity partial area before hiding  

        Finally, we executed the algorithm Hide(Entity, DDI, 
BFO, entity), where entity is the root class of the root partial 
area Entity, which is the partial area the algorithm traverses.  

Out of 81 classes of the partial area Entity, 32 are BFO-
imported. An excerpt of these BFO classes, focusing on 
descendants of occurent, is shown in an indented format in 
Fig. 3. Seven other BFO-imported classes have object prop-
erties added in DDI and thus should not be hidden. Four 
external subclasses of spatial region appear in ranges of 
object properties, and should also not be hidden. A number 
in parentheses in Fig. 3 indicates the number of children in 
O.  

The 10 BFO-imported classes highlighted in yellow do 
not have any added DDI class descendants and are not used 
in range specifications of object properties. After these clas-
ses are hidden, the two classes in blue will appear as leaves 
and are also hidden. Then, the classes in red are hidden 
when they will appear as leaves. The curator of DDI (co-
author LS) will hide the 18 unused BFO classes in a new 
release of DDI once the hiding mechanism is supported by 
BioPortal. There are only 14 reused classes from BFO in the 
Entity partial area that remain after hiding the 18 unused 
classes.  

4 DISCUSSION  
Reuse of a top-level ontology is quite common in BioPortal, 
i.e., at least 36 ontologies contain BFO classes. Since an 
ontology designer often does not know which top-level on-

tology classes will later be used, the common practice is to 
import the whole ontology. However, once a domain ontol-
ogy is mature, there is no efficient way to remove unused 
classes. Our methodology hides the unused imports assum-
ing that both ontologies have a tree hierarchy. We use a par-
tial area taxonomy to limit the input size of the algorithm.   
       Following (www.imbi.uni-freiburg.de/ontology/), we 
distinguish between top-level, top-domain and domain on-
tologies. Reuse is practiced at two levels. Some top-domain 
ontologies such as BioTop (Beisswanger et al. 2008) and 
OGMS (bioportal.bioontology.org/ontologies/1414) are 
reusing BFO, while SDO (Arabandi 2010) reuses OGMS 
and thus indirectly also reuses BFO. There is a need to 
avoid a proliferation of unused imported classes. 
      In this paper, both the top level and the domain ontology 
have a tree hierarchy, but this is not always the case. OGMS 
has a tree hierarchy but SDO and the BioTop top-domain 
ontology do not. Hence, future research needs to consider 
cases where both ontologies do not have tree hierarchies. 
Furthermore, some top-domain ontologies such as BioTop, 
have object properties, another research consideration. 

5 CONCLUSIONS 
We described a recursive linear algorithm for hiding unused 
imported top-level ontology classes of an OWL-based on-
tology. The algorithm was demonstrated, hiding BFO-
imported classes from the DDI.  

ACKNOWLEDGMENTS 
This work has been partially supported by the BRIEF award, 
Brunel University, London. We thank Natasha Noy of 
NCBO for her help. 

REFERENCES 
Arabandi, S. (2010). Developing a Sleep Domain Ontology. AMIA 

TBI/CRI Summt. San Francisco, CA. 
Beisswanger, E., S. Schulz, et al. (2008). "BioTop: An Upper Domain 

Ontology for the Life Sciences." Appl Ontology 3(4): 205-212. 
Halper, M., Y. Wang, et al. (2007). "Analysis of error concentrations in 

SNOMED." AMIA Annu Symp Proc: 314-318. 
King, R. D., J. Rowland, et al. (2009). "The automation of science." 

Science 324(5923): 85-89. 
Ochs, C., A. Agrawal, et al. (2012). "Deriving an abstraction network to 

support quality assurance in OCRe." AMIA Annu Symp Proc: 
681-689. 

Ochs, C., Z. He, et al. (2013). "Choosing the Granularity of Abstraction 
Networks for Orientation and Quality Assurance of the Sleep 
Domain Ontology". The 4th International Conference on 
Biomedical Ontology. Montreal, QC, Canada. 

Qi, D., R. D. King, et al. (2010). "An ontology for description of drug 
discovery investigations." J Integr Bioinform 7(3). 

Wang, Y., M. Halper, et al. (2007). "Structural methodologies for auditing 
SNOMED." J Biomed Inform 40(5): 561-581. 



 

 1 

Aligning Pharmacologic Classes Between MeSH and ATC  
Rainer Winnenburg1, Laritza Rodriguez1, Fiona Callaghan1, Alfred Sorbello2, Ana Szarfman2, 

and Olivier Bodenreider1 
1Lister Hill National Center for Biomedical Communications, National Library of Medicine, Bethesda, MD, USA 

2Center for Drug Evaluation and Research, US Food and Drug Administration, Silver Spring, MD, USA 
 

 
ABSTRACT 

Objective: To align pharmacologic classes in ATC and MeSH with lex-
ical and instance-based techniques. 

Methods: Lexical alignment: we map the names of ATC classes to 
MeSH through the UMLS, leveraging normalization and additional synon-
ymy. Instance-based alignment: we associate ATC and MeSH classes 
through the drugs they share, using the Jaccard coefficient to measure 
class-class similarity. We use a metric to distinguish between equivalence 
and inclusion mappings. 

Results: We found 221 lexical mappings, as well as 343 instance-based 
mappings, with a limited overlap (61). From the 343 instance-based map-
pings we classify 113 as equivalence mappings and 230 as inclusion map-
pings. A limited failure analysis is presented. 

Conclusion: Our instance-based approach to aligning pharmacologic 
classes has the prospect of effectively supporting the creation of a mapping 
of pharmacologic classes between ATC and MeSH. This exploratory inves-
tigation needs to be evaluated in order to adapt the thresholds for similarity. 

1 INTRODUCTION  
The National Library of Medicine (NLM) and the Food and 
Drug Administration (FDA) Center for Drug Evaluation and 
Research (CDER) are collaborating on a research project to 
extract adverse drug reactions from the biomedical litera-
ture. More specifically, this investigation leverages the in-
dexing of MEDLINE citations to extract associations be-
tween co-occurring drug entities and clinical manifestations 
in the context of adverse events. 
The biomedical literature is indexed with the Medical Sub-
ject Headings (MeSH) vocabulary. For data mining purpos-
es, however, adverse drug reactions are usually analyzed in 
reference to other standard vocabularies, namely the Ana-
tomical Therapeutic Chemical (ATC) drug classification 
system for drug entities, and the Medical Dictionary for 
Regulatory Activities (MedDRA) for clinical manifesta-
tions. Toward this end, drug entities have to be mapped 
from MeSH to ATC, and manifestations from MeSH to 
MedDRA. This paper focuses only on the drug entities. 
Drug entities include not only individual drugs (e.g., 
atorvastatin), but also drug classes (e.g., statins). In previ-
ous work, we have mapped individual drugs between 
RxNorm (which includes MeSH drugs) and ATC 
(Bodenreider and Taft, 2013; Winnenburg and Bodenreider, 
2012). In contrast, no mapping is available between phar-
macologic classes in MeSH and in ATC. Moreover, unlike 
individual drugs, whose names are relatively standardized 
  
* To whom correspondence should be addressed: obodenrei-
der@mail.nih.gov 

across vocabularies, pharmacologic classes exhibit greater 
variability, not only in their names, but also in granularity. 
For example, the drug lisinopril is classified as Angiotensin-
Converting Enzyme Inhibitors in MeSH, but as ACE inhibi-
tors, plain in ATC. 
The objective of this study is to investigate various ontology 
matching techniques for aligning pharmacologic classes 
between MeSH and ATC. Such methods are expected to 
facilitate the curation of a mapping by experts. To our 
knowledge, this work represents the first effort to map 
pharmacologic classes between MeSH and ATC using a 
sophisticated instance-based alignment technique. 

2 BACKGROUND 
The general framework of this study is that of ontology 
alignment (or ontology matching). Various techniques have 
been proposed for aligning concepts across ontologies, in-
cluding lexical techniques (based on the similarity of con-
cept names), structural techniques (based on the similarity 
of hierarchical relations), semantic techniques (based on 
semantic similarity between concepts), and instance-based 
techniques (based on the similarity of the set of instances of 
two concepts). An overview of ontology alignment is pro-
vided in (Euzenat and Shvaiko, 2007). 
The main contribution of this paper is not to propose a novel 
technique, but rather to apply existing techniques to a novel 
objective, namely aligning pharmacologic classes between 
MeSH and ATC. To this end, we use lexical and instance-
based techniques, because the names of pharmacologic clas-
ses and the list of drugs that are members of these classes 
are the main two features available in these resources. 

2.1 Lexical techniques 
Lexical techniques for ontology matching compare concept 
names across ontologies. When synonyms are available, 
they can be used to identify additional matches. Matching 
techniques beyond exact match utilize edit distance or nor-
malization to account for minor differences between concept 
names. 
As part of the Unified Medical Language System (UMLS), 
linguistically-motivated normalization techniques have been 
developed specifically for biomedical terms (McCray, et al., 
1994). UMLS normalization abstracts away from inessential 
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differences, such as inflection, case and hyphen variation, as 
well as word order variation. The UMLS normalization 
techniques form the basis for integrating terms into the 
UMLS Metathesaurus, but can be applied to terms that are 
not in the UMLS. For example, the ATC class Thiouracils 
(H03BA) and the MeSH class Thiouracil (D013889) match 
after normalization (ignoring singular/plural differences). 
Lexical techniques typically compare the names of concepts 
across two ontologies as provided by these ontologies. 
However, additional synonyms can be used, for example, 
synonyms from the UMLS Metathesaurus. In other words, 
we leverage cosynonymy similarity for matching pharmaco-
logic classes. In this case, although the ATC class Anticho-
linesterases (N06DA) and the MeSH class Cholinesterase 
Inhibitors (D002800) do not match lexically, both names 
are cosynonyms, because they are found among the syno-
nyms of the UMLS Metathesaurus concept C0008425. 

2.2 Instance-based techniques 
Also called extensional techniques, instance-based tech-
niques compare classes based on the sets of individuals (i.e., 
instances) of each class. Many biomedical ontologies con-
sist of class hierarchies, but do not contain information 
about instances. Here, however, individual drugs (e.g., 
atorvastatin) are the members – not subclasses – of pharma-
cologic classes (e.g., statins). In other words, pharmacologic 
classes have individual drugs as instances, not subclasses. 
Several methods have been proposed to implement instance-
based matching. (Isaac, et al., 2007) decompose these meth-
ods into three basic elements: (1) A measure is used for 
evaluating the association between two classes based on the 
proportion of shared instances. Typical measures include 
information-based measures (e.g., Jaccard similarity coeffi-
cient) and statistical measures (e.g., log likelihood ratio). (2) 
A threshold is applied to the measures and pairs of classes 
for which the measure is above the threshold are deemed 
closely associated and mapping candidates. (3) Hierarchical 
relations in the two ontologies to be aligned can also be lev-
eraged by deriving instance-class relations between instanc-
es of a given class and the ancestors of this class. In other 
words, in addition to asserted classes (i.e., the classes of 
which individual drugs are direct members), we also consid-
er inferred classes (i.e., the classes of which asserted classes 
are subclasses). For example, the class asserted in MeSH for 
the drug atorvastatin is Hydroxymethylglutaryl-CoA Reduc-
tase Inhibitors (i.e., statins), whose parent concepts include 
Anticholesteremic Agents. Therefore, the class Anticho-
lesteremic Agents is an inferred pharmacologic class for 
atorvastatin. 

2.3 Related work 
As part of the EU-ADR project, (Avillach, et al., 2013) ex-
tracted adverse drug reactions from the biomedical literature 
and mapped MeSH drugs to ATC through the UMLS. How-

ever, their mapping was limited to individual drugs and did 
not include pharmacologic classes. 
Lexical techniques are a component of most ontology 
alignment systems (Euzenat and Shvaiko, 2007). While 
there have been attempts to map individual drugs from ATC 
to concepts in the UMLS and MeSH through lexical tech-
niques, (Merabti, et al., 2011) note that these techniques are 
not appropriate for the mapping of pharmacologic classes. 
While instance-based techniques are also available in many 
systems, the applicability of this technique is limited, be-
cause there is often no available information about instances 
as part of the ontologies to be aligned. For example, most 
biomedical terminologies and ontologies are simple class 
hierarchies. The instances of these classes are present in 
electronic medical record systems and clinical data ware-
houses, but typically not distributed along with the ontolo-
gies. One exception in the biomedical domain is the Gene 
Ontology (GO) (Ashburner, et al., 2000), for which the gene 
products annotated to GO terms can be considered instances 
of the corresponding classes. (Kirsten, et al., 2007) have 
aligned GO terms across the three hierarchies of GO 
through the gene products to which they are co-annotated. 
To our knowledge, our work is the first attempt to align 
pharmacologic classes with instance-based techniques (i.e., 
beyond name matching), and the first application of aligning 
pharmacologic classes in ATC and MeSH. Moreover, while 
most ontology alignment systems mainly consider matches 
between equivalent classes, we are also interested in identi-
fying those cases where one class is included in another 
class. 

3 MATERIALS 

3.1 Anatomical Therapeutic Chemical Drug 
Classification System (ATC) 

The ATC is a clinical drug classification system developed 
and maintained by the World Health Organization (WHO) 
as a tool for drug utilization research to improve quality of 
drug use (ATC, 2013). The system is organized as a hierar-
chy that classifies clinical drug entities at five different lev-
els: 1st level anatomical (e.g., A: Alimentary tract and me-
tabolism), 2nd level therapeutic (e.g., A10: Drugs used in 
diabetes), 3rd level pharmacological (e.g., A10B: Blood 
glucose lowering drugs, excluding insulins), 4th level chem-
ical (e.g., A10BA: Biguanides), and 5th level chemical sub-
stance or ingredient (e.g., A10BA02: metformin). The 2013 
version of ATC integrates 4,516 5th-level drugs and 1,255 
drug groups (levels 1-4). 

3.2 MeSH 
The Medical Subject Headings (MeSH) is a controlled vo-
cabulary produced and maintained by the NLM (NLM, 
2013). It is used for indexing, cataloging, and searching the 
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biomedical literature in the MEDLINE/PubMed database, 
and other documents. The MeSH thesaurus includes 26,853 
descriptors (or “main headings”) organized in 16 hierarchies 
(e.g., Chemical and Drugs). Additionally, MeSH provides 
about 210,000 supplementary concept records (SCRs), of 
which many represent chemicals and drugs. Each SCR is 
linked to at least one descriptor. While most chemical de-
scriptors provide a structural perspective on drugs, some 
descriptors play a special role as they can be used to denote 
pharmacological actions in drug descriptors and SCRs. 
MeSH 2013 is used in this study. 

3.3 RxNorm 
RxNorm is a standardized nomenclature for medications 
produced and maintained by the U.S. National Library of 
Medicine (NLM) (NLM, 2013). RxNorm concepts are 
linked by NLM to multiple drug identifiers for commercial-
ly available drug databases and standard terminologies, in-
cluding MeSH. RxNorm serves as a reference terminology 
for drugs in the US. The March 2013 version of RxNorm 
used in this study integrates about 10,500 base and salt in-
gredients. NLM also provides an application programming 
interface (API) for accessing RxNorm data programmatical-
ly (NLM, 2013). 

3.4 Unified Medical Language System (UMLS) 
The UMLS is a terminology integration system created and 
maintained by the National Library of Medicine (NLM) 
(NLM, 2013). The UMLS Metathesaurus integrates over 
150 terminologies, including MeSH, but not ATC. Synony-
mous terms across terminologies are grouped into concepts 
and assigned the same concept unique identifier. The Me-
tathesaurus provides a comprehensive set of synonyms for 
biomedical concepts and is often used for integrating termi-
nologies beyond its own. NLM provides an application pro-
gramming interface (API) for accessing UMLS data pro-
grammatically. Version 2012AB of the UMLS is used in 
this study. 

4 METHODS 
Our approach to aligning pharmacologic classes between 
MeSH and ATC based on their instances is depicted in Fig-
ure 1 and can be summarized as follows. First, we estab-
lished a lexical alignment of MeSH and ATC classes based 
on the class names and their synonyms (Figure 1, right). We 
then constructed an instance-based alignment of MeSH and 
ATC classes considering the individual drugs shared by the 
classes (Figure 1, left). We mapped individual drugs from 
MeSH and ATC via their ingredients (IN) or precise ingre-
dients (PIN) in RxNorm. We used a similarity measure and 
thresholds to identify class mappings and compared them 
with the mappings retrieved by the lexical approach. 
In our alignment work, we excluded the 14 ATC groups of 
level 1 (anatomical classification), because they are too 

broad classes. We also excluded 164 of the 1,241 ATC 
groups (2nd – 4th level) corresponding to drug combinations, 
because combination drugs are often underspecified in 
ATC.  

Similarly, in MeSH, we excluded the top-level descriptors 
of the Chemicals and Drugs hierarchy (i.e., D01 - D27), as 
well as the top-level of the pharmacological action de-
scriptors (Pharmacologic Actions, Molecular Mechanisms 
of Pharmacological Action, Physiological Effects of Drugs, 
and Therapeutic Uses). 

4.1 Lexical alignment 
We mapped all 1,077 eligible ATC classes (2nd – 4th level) 
to MeSH descriptors in the Chemicals and Drugs [D] tree 
using the UMLS Terminology Services (UTS). More pre-
cisely, we used the ExactString and NormalizedString 
search function of the UTS API 2.0 to establish mappings 
from the names of the ATC classes to UMLS concepts. We 
used normalization only when the exact technique did not 
result in a mapping. We then mapped the UMLS concepts to 
MeSH descriptor IDs. 

4.2 Instance-based alignment 
Mapping ATC drugs to RxNorm ingredients. In previous 
work we have mapped ATC single-ingredient drugs to In-
gredients (IN) and Precise Ingredients (PIN) in RxNorm 
using a lexical approach with additional normalization steps 
(Winnenburg and Bodenreider, 2012). We used these map-
pings to establish the alignment of ATC and RxNorm drugs 
in this study.  
Mapping MeSH drugs to RxNorm ingredients. Since 
MeSH drugs are integrated in RxNorm, mappings to equiva-
lent drug concepts from MeSH can be obtained via the 
getProprietaryInformation function from the RxNorm API. 
We systematically exploited this information for all Ingredi-
ents (IN) and Precise Ingredients (PIN) in RxNorm and cre-
ated a mapping table between RxNorm CUIs and MeSH 
Main Headings (MH) and Supplementary Concept Records 
(SCR). 
Inferring class membership in ATC. We considered the 
hierarchical relations from 5th level drugs to their 4th level 

Figure 1. Alignment of ATC and MeSH classes, alignment 
via their instances (left) in comparison to direct lexical 

mapping of the class names (right). 
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chemical groups as asserted drug class membership. We 
inferred membership between 5th level drugs and groups of 
level 3 and 2 through transitive closure. For example, te-
mafloxacin (J01MA05) is a member of the chemical group 
Fluoroquinolones (J01MA - asserted), the pharmacological 
group QUINOLONE ANTIBACTERIALS (J01M - inferred), 
and the therapeutic group ANTIBACTERIALS FOR 
SYSTEMIC USE (J01 - inferred). 
 

Table 1. Asserted and inferred MeSH classes for the drug 
temafloxacin (C054745) with type of relationship to the 

drug and tree numbers in MeSH. 

 
Inferring class membership in MeSH. We associated each 
RxNorm ingredient (IN or PIN) with its corresponding 
MeSH supplementary concept record (SCR) or main head-
ing (MH). In turn, we associated these drugs with their as-
serted classes. For an SCR, we considered its pharmacologi-
cal actions, as well as the MeSH heading(s) mapped to. For 
a MH, we considered its pharmacological actions, as well as 
its direct ancestors. These constitute the asserted classes. 
We inferred membership between the drugs and higher-level 
descriptors in the MeSH hierarchy. For example, as shown 
in Table 1, the SCR temafloxacin has Anti-Bacterial Agents 
as pharmacological action and Fluoroquinolones as main 
heading mapped to. Form these asserted classes, we infer 
membership to Anti-Infective Agents (from Anti-Bacterial 
Agents) and to Quinolones, Quinolines, and Heterocyclic 
Compounds, 2-Ring (from Fluoroquinolones). 
Measure for aligning ATC and MeSH classes. Based on 
the asserted and inferred class membership of drugs in ATC 
and MeSH we conducted a pairwise comparison of all ATC 
against all MeSH classes. For each pair of ATC class (A) 
and MeSH class (M), we computed the Jaccard coefficient. 
In order to reduce the similarity of pairs of classes with a 
small number of shared members, we used a modified ver-
sion of the Jaccard coefficient, JCmod, as suggested in 
(Isaac, et al., 2007), 

JC(A, M)  = |A ת M|
|A ׫  M| 

JCmod(A, M)  = ඥ|A ת M| ×  (|A ת M|  െ  0.8)
|A ׫  M|  

where A � M represents the number of drugs common to A 
and M, and A � M the total number of unique drugs in both 
classes. 
The Jaccard coefficient measures the similarity between the 
two classes, but does not reflect whether one class is includ-
ed in the other. Because of the difference in granularity be-
tween classes in ATC and MeSH, we introduce a simple 
metric for detecting whether the drugs that are not shared by 
both classes are primarily in one of the two classes. This 
“one-sidedness” coefficient is calculated as follows: 

0, for a = 0 and m = 0 

|a-m| / a+m, otherwise. 

where a and m are the number of drugs specific to the ATC 
class and the MeSH class, respectively. Thus, a “one-
sidedness” coefficient close to 0 indicates that the drugs that 
are not shared by the two classes are evenly distributed be-
tween the ATC and MeSH class. In contrast, a coefficient 
close to 1 indicates that only one of the classes contains 
most of the drugs that are not shared by the other. 
Thresholds. In order to select the best equivalent or inclu-
sion mappings between ATC and MeSH, we characterize 
each pair of ATC and MeSH classes with respect to Jaccard 
similarity and one-sidedness. Low one-sidedness indicates 
equivalence and high one-sidedness indicates inclusion. 
High Jaccard similarity indicates strong overlap between the 
two classes. Based on preliminary analysis, we selected of a 
threshold of 0.5 for the one-sidedness metric. Similarly, we 
selected of a threshold of 0.5 and 0.25 for Jaccard similarity 
for equivalence (low one-sidedness) and inclusion (high 
one-sidedness), respectively. The lower threshold for Jac-
card similarity for inclusion was determined empirically. As 
shown in Table 2, each pair of ATC and MeSH classes is 
characterized as an equivalence mapping (EQ+), an inclu-
sion mapping (IN+), or not a mapping (EQ- and IN-). 

5 RESULTS 

5.1 Lexical alignment 
For the 1,077 eligible ATC groups of level 2-4, we were 
able to retrieve 226 mappings to descriptors from the Chem-
icals and Drugs [D] tree in MeSH. We have 18 mappings 
for therapeutic classes (2nd level), 42 for pharmacological 
classes (3rd level), and 161 for chemical classes (4th level). 
We ignored mappings for the broad anatomical classes (1st 
level). Of the 221 mappings, 96 are to pharmacological ac-

Type Asserted Classes Inferred Classes 

PA 
Anti-Bacterial Agents  
(D000900)  
[D27.505.954.122.085] 

Anti-Infective Agents  
(D000890)  
[D27.505.954.122] 

MH 
Fluoroquinolones  
(D024841)  
D03.438.810.835.322 

Quinolones  
(D015363)  
[D03.438.810.835] 

Quinolines  
(D011804)  
[D03.438.810] 

Heterocyclic Compounds, 2-Ring  
(D006574)  
[D03.438] 
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tions (functional perspective) in MeSH, whereas 125 are to 
other descriptors at various levels of the MeSH hierarchy 
(structural perspective). 

5.2 Instance-based alignment 
Of the 1,077 eligible ATC groups, 874 (81%) could be as-
sociated with at least one descriptor or pharmacological 
action in MeSH. We identified a total of 933 associations 
for the 874 ATC groups (multiple associations per ATC 
group possible). As shown in Table 2, based on the one-
sidedness metric, we characterized 323 associations as 
equivalence and 610 as inclusion. Of the 323 equivalence 
associations, 113 (35%) exhibit high Jaccard similarity and 
are selected as equivalence mappings (EQ+). Of the 610 
inclusion associations, 230 (38%) exhibit high Jaccard simi-
larity and are selected as inclusion mappings (IN+). The 
other associations (EQ- and IN-) are not deemed strong 
enough to denote mappings. In summary, we were able to 
characterize as a mapping (EQ+ and IN+) 343 (37%) of the 
associations between ATC and MeSH classes. It should be 
mentioned that we were not able to obtain mappings to 
MeSH classes for 203 ATC classes, because they only con-
tain drug instances that could not be mapped to drugs in 
MeSH. 
 
Table 2. Characterization of the associations between ATC 
and MeSH classes based on Jaccard similarity and score for 
one-sidedness. The numbers in grey fields indicate the asso-

ciations that are not strong enough to denote mappings. 

 
One-sidedness 

� .5 < .5 Total 

Jaccard 

� .5 IN+ 
(230) 

EQ+ (113) 343 

[.25-.5[ EQ- 
(210) 590 

< .25 IN- (380) 
Total 610 323 933 

5.3 Comparison between lexical and instance-
based alignment 

As illustrated in Table 3, from the 221 lexical mappings 
between ATC and MeSH classes, we could confirm 61 with 
our instance-based approach (30 as equivalence mappings, 
31 as inclusion mappings). For 19 of the lexical mappings 
we found an association with low Jaccard similarity (IN- / 
EQ -), and for 141 of the lexical mappings we did not find 
any association through the instance-based alignment (main-
ly due to the lack of any mapping for the drug instances in 
these classes). Finally, the instance-based approach pro-
duced 282 additional drug class mappings that were not 
detected by the lexical approach, whereas 633 (571 + 62) 
ATC classes could neither be mapped by the lexical nor the 
instance-based approach. 

Table 3. Comparison between lexical and instance-based 
alignment. 

 Instance-based  
Yes No No assoc. Total 

Lexical Yes 61 19 141 221 
No 282 571 62 915 

 Total 343 590 203 1136 

6 DISCUSSION 

6.1 Examples and failure analysis 
True positive for equivalent instance-based mappings. We 
identify an equivalence mapping between the 4th-level ATC 
group Fluoroquinolones (J01MA) and the MeSH descriptor 
Fluoroquinolones (D024841). The two classes share 14 
drugs. The ATC group has one extra drug (moxifloxacin), 
and the MeSH descriptor has 2 (flumequine and besifloxa-
cin). Jaccard similarity is high (0.82) and the one-sidedness 
score is low (0.33), because the 3 drugs that are not in 
common are not all on the same side. This mapping is also 
identified by the lexical technique (exact match). 
True positive for inclusion instance-based mappings. We 
identify an inclusion mapping between the 4th-level ATC 
group Fluoroquinolones (S01AE) and the MeSH descriptor 
Fluoroquinolones (D024841). Although the two classes are 
seemingly identical, our mapping is identified as an inclu-
sion, with 7 drugs in common, 1 drug specific to the ATC 
class and 9 drugs specific to the MeSH class. In fact, the 
ATC class is not the same general class for anti-infective 
agents as in the example above (J01MA), but rather the spe-
cific class of fluoroquinolones for ophthalmic use (S01AE). 
The fluoroquinolones used for eye disorders are a subset of 
all fluoroquinolones and the ATC class S01AE is appropri-
ately characterized as being included in the MeSH class for 
fluoroquinolones. This example also illustrates a false posi-
tive for the lexical mapping, since it is generally assumed 
that lexical mappings are equivalence mappings. 
False negative for equivalent instance-based mappings. 
Many ATC and MeSH classes share only one or very few 
drugs, making it difficult to assess equivalence or inclusion. 
For example, the 4th-level ATC group Silver compounds 
(D08AL) and the MeSH descriptor Silver Compounds 
(D018030) share only one drug (silver). The modified ver-
sion of the Jaccard coefficient has a score of 0.45 in this 
case, which is below our threshold of 0.5 for equivalence. 
During this failure analysis, we discovered that some MeSH 
drugs did not have a pharmacological action assigned to 
them as we expected. For example, while pyrantel is listed 
as Antinematodal Agents, oxantel is not. We are investigat-
ing whether the pharmacological action for this SCR should 
be inferred from the descriptor to which it is mapped (Py-
rantel in this case). Because of these missing pharmacologic 
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actions, the 3rd-level ATC group ANTINEMATODAL 
AGENTS (P02C) fails to be mapped to the MeSH pharma-
cological action Antinematodal Agents (D000969), the Jac-
card similarity being just below the threshold (0.49). 
Discrepancy between lexical and instance-based alignment 
(missed lexical mapping). Despite the use of UMLS synon-
ymy and normalization, the lexical alignment fails to identi-
fy a mapping between the 3rd-level ATC group 
POTASSIUM-SPARING AGENTS (C03D) and the MeSH 
pharmacological action Diuretics, Potassium Sparing 
(D062865). In contrast, the instance-based alignment identi-
fies an equivalence mapping with very high Jaccard similar-
ity (0.99). This finding is consistent with the conclusions of 
(Merabti, et al., 2011). 
Discrepancy between lexical and instance-based alignment 
(missed instance-based mapping). We have identified sev-
eral causes for discrepancies between lexical and instance-
based alignments. As mentioned earlier, some ATC classes 
only contain drugs that cannot be mapped to MeSH through 
RxNorm, which we used to bridge between the two. Some-
times, the best instance-based mapping is to another class 
than the class found by the lexical technique. Finally, some 
drugs entities and biologicals (e.g., vaccines) are less well 
standardized than common drugs. For this reason, the in-
stance-based alignment is unable to map these classes, when 
simple lexical techniques can. 

6.2 Limitations and future work 
This exploratory investigation has several limitations, which 
we plan to address in future work. 
Evaluation. This exploratory investigation focuses primari-
ly on the methodology and feasibility of the alignment, and 
does not include a formal evaluation. Since ATC and MeSH 
pharmacological actions are being integrated into RxNorm, 
we will use the alignment created by RxNorm experts as the 
gold standard to evaluate our methods. 
Perspective. Our perspective in this investigation is ATC-
centric, because we consider the best MeSH mapping for 
each ATC class, but not the best ATC mapping for each 
MeSH class. One future goal is to explore both directions 
using the same methodology. 
Bias towards equivalence mappings. Because we restrict 
our exploration to the MeSH class with the best Jaccard 
similarity for each ATC class (which we subsequently cate-
gorize as equivalence or inclusion), and because of the dif-
ferential threshold for Jaccard similarity between equiva-
lence (0.5) and inclusion mappings (0.25), we potentially 
fail to consider a good inclusion mapping (e.g., with a simi-
larity score of 0.39 [> 0.25]), when the best MeSH class is a 
bad equivalent mapping (e.g., with a similarity score of 0.41 
[< 0.5]). 
 

6.3 Significance 
To our knowledge, our work is the first attempt to align 
pharmacologic classes with instance-based techniques, dis-
tinguishing between equivalence and inclusion relations, as 
well as the first application of alignment between pharmaco-
logic classes in ATC and MeSH. Our instance-based ap-
proach to aligning pharmacologic classes has yielded 343 
mappings, and has the prospect of effectively supporting the 
creation of a mapping of pharmacologic classes between 
ATC and MeSH. This exploratory investigation needs to be 
evaluated in order to adapt the thresholds for similarity. 
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ABSTRACT 

A major challenge in the vaccine research has been to 
identify important vaccine-related networks and logically 
explain the results. In this paper, we showed that network-
based analysis of vaccine-related networks can discover 
the underlying structure information consistent with that 
captured by the Vaccine Ontology and propose new hy-
potheses for vaccine disease or gene associations. First, a 
vaccine-vaccine network was inferred using a bipartite 
network projection strategy on the vaccine-disease net-
work extracted from the Semantic MEDLINE database. In 
total, 76 vaccines and 573 relationships were identified to 
construct the vaccine network. The shortest paths between 
all pairs of vaccines were calculated within the vaccine 
network. The correlation between the shortest paths of 
vaccine pairs and their semantic similarities in the Vac-
cine Ontology was then investigated. Second, a vaccine-
gene network was also constructed, in which several im-
portant vaccine-related genes were identified. This study 
demonstrated that a combinatorial analysis using literature 
knowledgebase, semantic technology, and ontology is 
able to reveal unidentified important knowledge critical to 
biomedical research and public health and generate testa-
ble hypotheses for future experimental verification.  

1 INTRODUCTION  
Vaccines have been one of the most successful public 
health interventions to date with most vaccine-preventable 
diseases having declined in the United States by at least 
95-99% (1994). However, vaccine development is getting 
more difficult as more complex organisms become vac-
cine targets. In recent years, drug repositioning has been 
growing in last few years and achieved a number of suc-
cesses for existing drugs such as Viagra (Goldstein, Lue 
et al. 1998) and thalidomide (Singhal, Mehta et al. 1999). 
By definition, drug repositioning is the “process of find-
ing new users outside the scope of the original medical 
indications for existing drugs or compounds” (Chong and 
Sullivan 2007). In 2009, more than 30% of the 51 new 
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medicines and vaccines were developed based on previ-
ous marketed products. This suggested that drug reposi-
tioning has drawn great attention from the both industry 
and academic institutes (Graul, Sorbera et al. 2010). 
However, many of these drug repositioning have been 
serendipitous discoveries (Ashburn and Thor 2004) or on 
observable clinical phenotypes, which are lack of system-
atic ways to identify new targets. Recent research has 
shown that bioinformatics-based approaches can aid to 
reposition drugs based on the complex relationships 
among drugs, diseases and genes (Liu, Fang et al. 2013). 
Such approaches can also be applied in the future vaccine 
development.  

In recent years, high-throughput biological data and 
computational systems biology approaches has provided 
an unprecedented opportunity to understand the disease 
etiology and its underlying cellular subsystems. Biologi-
cal knowledge such as drug-disease networks, and bio-
medical ontologies have accelerated the development of 
network-based approaches to understanding disease etiol-
ogy (Ideker and Sharan 2008; Barabasi, Gulbahce et al. 
2011) and drug action (network pharmacology) (Berger 
and Iyengar 2009; Mathur and Dinakarpandian 2011). 
Such approaches could also be applied in the vaccine re-
search, aiming to investigate the vaccine-related associa-
tions derived from public knowledgebase such as 
PUBMED literature abstracts. For example, a Vaccine 
Ontology (VO)-based literature mining research was re-
ported last year to study all gene interactions associated 
with fever alone or both fever and vaccine (Hur, Ozgur et 
al. 2012). This study focused on the retrieval of gene-gene 
associations based on their direct interactions in the con-
text of fever and vaccine. The centrality-based network 
approach (Ozgur, Vu et al. 2008) evaluated the level of 
importance for each gene in extracted gene interaction 
network. Novel gene interactions were identified to be 
essential in fever- or vaccine-related networks that could 
not be found before. A similar VO and centrality-based 
literature mining approach was also used to analyse vac-
cine-associated IFN-J gene interaction network (Ozgur, 
Xiang et al. 2011). Ball et al. compiled a network consist-
ing of 6,428 nodes (74 vaccines and 6,354 adverse events) 
and more than 1.4 million interlinkages, derived from 
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Vaccine Adverse Event Reporting System (VAERS) (Ball 
and Botsis 2011). This network demonstrated a scale-free 
property, in which certain vaccines and adverse events act 
as “hubs”. Such network analysis approaches complement 
current statistical techniques by offering a novel way to 
visualize and evaluate vaccine adverse event data. How-
ever, the relationships among different vaccines in the 
context of vaccine-vaccine and vaccine-gene networks 
have not been well studied yet. A systematic level inves-
tigation of such relationships will help us understand bet-
ter how vaccines are related to each other and whether 
such information can complement the existing knowledge 
such as VO. 

To analyse the possible common protective immunity 
or adverse event mechanisms among different vaccines, it 
is critical to study all possible vaccine-vaccine and vac-
cine-gene associations using network analysis approaches. 
The hypotheses behind this are: (1) if two vaccines have 
coupling relationship with common disease(s)/gene(s), 
they are linked in the vaccine network; (2) the closer two 
vaccines are in the vaccine network, the more similar they 
are in the context of literature knowledgebase, such as 
Semantic MEDLINE (Rindflesch, Kilicoglu et al. 2011). 

In this paper, we proposed a network-based approach to 
investigate the underlying relationships among vaccines 
in the context of the vaccine-related network derived from 
Semantic MEDLINE. The distances of the vaccines were 
further compared with their semantic similarities in the 
VO. The results demonstrated that the structure infor-
mation of vaccine network is consistent with that captured 
by VO. Such network-based analysis can serve as an in-
dependent data resource to construct and evaluate bio-
medical ontologies. In addition, the vaccine-gene network 
was also constructed based on Semantic MEDLINE in-
formation, in which important vaccine-related genes were 
identified and further investigated by VO and related in-
dependent resources. 

The rest of the paper is organized as follows. Section 2 
introduces the data resources and the proposed network-
based framework. Section 3 illustrates the results generat-
ed from each step in the proposed computational frame-
work. Section 4 provides a thorough discussion of the 
results and concludes the paper. 

 
 

 
Fig. 1. Overview of the proposed framework. The proposed method consists of three steps: 1) Extraction of vaccine-related associations from Semantic 
MEDLINE using ontology based terms; 2) Network based analyses to identify vaccine-vaccine associations and vaccine-gene associations; 3) Evaluation of 
inferred vaccine-vaccine and vaccine-gene relationships using vaccine ontology hierarchical structure and literature validation. 

2 MATERIALS AND METHODS 
In this section, we describe the data resources and prepro-
cessing method in this work. We then introduce our pro-
posed network-based approach for investigating vaccine-
related associations derived from PubMed literature ab-
stracts. The evaluation of the discovered vaccine-vaccine 
and vaccine-gene relationships is conducted based on the 
VO hierarchy and logical definitions. Fig. 1 illustrates the 
steps of the proposed approach. 

2.1 Data Resources and preprocessing 
2.1.1. Data Resources 
In this study, we use Semantic MEDLINE as the data 
resource to build the networks. Semantic MEDLINE 
(Rindflesch, Kilicoglu et al. 2011) is a National Library of 

Medicine (NLM) initiated project which provides a public 
available database that contains comprehensive resources 
with structured annotations for information extracted from 
more than 19 million MEDLINE abstracts.  Since the 
Semantic MEDLINE is a comprehensive resource that 
contains heterogeneous data with different features ex-
tracted, our previous research has reorganized this data 
source and optimized it for informatics analysis (Tao, 
Zhang et al. 2012).  Using the Unified Medical language 
System (UMLS) semantic types and groups (2012), we 
extracted unique associations among diseases, genes, and 
drugs, and represented them in six Resource Description 
Framework (RDF) graphs. In this paper, we used our op-
timized Semantic MEDLINE RDF data as the data source 
to perform network analysis for vaccine-related networks. 
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Our RDF-based Semantic MEDLINE resource current-
ly contains 843k disease-disease, 111k disease-gene, 
1277k disease-drug, 248k drug-gene, 1900k drug-drug, 
and 49k gene-gene associations.  Since this resource con-
tains high-level terms (e.g., gene, protein, disease) that are 
not useful for network analysis, we further manually fil-
tered out these terms using the following strategy. For 
disease terms, we only included those terms that are in-
cluded in ICD9.  For gene terms, we only include those 
terms that have an Entrez gene ID. 

2.1.2. Data extraction 
We identified those associations relevant to vaccines only. 
Specifically, vaccine terms were identified based on 
SNOMED CT (http://www.ihtsdo.org/snomed-ct). All the 
terms under the SNOMED CT term Vaccine (CUI: 
C0042210) were first extracted.  A manual review by 3 
experts further removed those common terms (e.g., bacte-
ria vaccine) or animal vaccine terms. 

2.2 Network analysis of Vaccine Network 
2.2.1. Projection of bipartite vaccine-disease network 
In graph theory, a bipartite network is composed of two 
non-overlapping sets of nodes and links that connect one 
node in the first node set with one node in the second 
node set. The properties of bipartite networks are often 
investigated by considering the one-mode projection of 
the bipartite network. The one-mode projection network 
can be created by connecting two nodes in the same node 
set if they have at least one common neighboring node in 
the other node set. For instance, the vaccine-disease asso-
ciation network is one bipartite network: vaccines and 
diseases constitute two node sets, and links are generated 
between vaccine and disease if they are associated in the 
Semantic MEDLINE. Therefore, the vaccine-vaccine 
network can be investigated by projecting vaccine-disease 
associations to vaccine-vaccine associations, in which two 
vaccines are connected if they are associated with at least 
one same disease. In this work, all links were generated 
based on the associations extracted from Semantic 
MEDLINE as described in Section 2.1. A vaccine-vaccine 
network was generated consisting of all the links identi-
fied in vaccine-disease associations. 

2.2.2. Network distance between vaccines 
The distance between any two vaccines in the vaccine 
network was calculated as the length of the shortest path 
between them (Fekete, Vattay et al. 2009). The hierar-
chical clustering analysis was performed on the distance 
matrix of all vaccines (Guess and Wilson 2002). A heat 
map was generated based on the clustering analysis re-
sults. 

2.2.3. Analysis of vaccine-gene network 

The vaccine-gene network was constructed by vaccine-
gene associations extracted from the drug-gene associa-
tions in our RDF-based data resource. The important vac-
cine-related genes were identified by their significant 
higher node degree compared to other vaccine/gene in the 
same network. The Cytoscape tool  (Smoot, Ono et al. 2011) 
was selected to visualize the network. Cytoscape is an 
open-source platform for integration, visualization and 
analysis of biological networks. Its functionalities can be 
extended through Cytoscape plugins. Scientists from dif-
ferent research fields have contributed over 160 useful 
plugins so far. These comprehensive features allow us to 
perform thorough network level analyses and visualiza-
tion of our association tables, and integration with other 
biological networks in the future. 

Fig. 2. The heat map of vaccine-vaccine associations. The shortest path 
matrix of all vaccine pairs was used to generate the heat map. Each row 
(column) represents a vaccine term. The color scale represents the short-
est path between any vaccine pair. 

2.3 Analysis of vaccine groups using VO 
The community-based Vaccine Ontology (VO) has in-
cluded over 4,000 vaccine-specific terms, including all 
licensed human and veterinary vaccines currently used in 
the USA. Logical axioms have been defined in VO to 
represent the relations among vaccine terms (Ozgur, 
Xiang et al. 2011). The Semantic MEDLINE analysis 
uses SNOMED terms to represent various vaccines. VO 
has established automatic mapping between SNOMED 
vaccine terms and VO terms. Based on the mapping, we 
first extracted all vaccine terms from the Semantic 
MEDLINE and mapped to VO. The ontology term re-
trieval tool OntoFox (Xiang, Courtot et al. 2010) was then 
applied to obtain the hierarchies of the total vaccines or 
subgroups of the vaccines identified in this study.   
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3 RESULTS 
3.1 The overall network view   
In total, 76 vaccines, annotated by the SNOMED CT term 
Vaccine (CUI: C0042210), were used to extract related 
vaccine-disease and vaccine-gene associations from the 
drug-disease and drug-gene association tables respective-
ly. In the vaccine-disease network, there were 1127 nodes 
(178 vaccines and 949 diseases) and 1741 vaccine-disease 
associations. In the vaccine-gene network, there were 170 
nodes (85 vaccines and 85 genes) and 94 vaccine-gene 
associations. One vaccine network was generated by the 
projection of the vaccine-disease bipartite network, con-
sisting of 76 vaccines and 573 associations. This vaccine 
network was then used to analyze the vaccine relation-
ships. The derived vaccine-gene network was also inves-
tigated by the VO knowledge. 

3.2 Analysis of vaccine network 
Fig. 2 showed a heat map of hierarchical analysis results, 
providing a direct visualization of potential vaccine-
vaccine associations. Here we selected four relatively big 
vaccine-vaccine association groups on the diagonal from 
Fig. 2 and explain them in detail: 

1) This group contains 18 very widely-studied vac-
cines. Many interesting results are obtained from the 
analysis of this group of vaccine-disease-vaccine associa-
tions. For example, the results from this group show that 
influenza vaccines and Rabies vaccines have been associ-
ated with the induction of a severe adverse event Guillain-
Barré syndrome (GBS) (Hemachudha, Griffin et al. 1988; 
Hartung, Keller-Stanislawski et al. 2012). GBS is a rare 
disorder in which a person’s own immune system damag-
es their nerve cells, causing muscle weakness and some-
times paralysis. This group also includes five other vac-
cines associating with nervous system disorder, including 
Pertussis Vaccine (Wardlaw 1988), Diphtheria-Tetanus-
Pertussis Vaccine (Corkins, Grose et al. 1991), Hepatitis 
B Vaccines (Comenge and Girard 2006), Chickenpox 
Vaccine (Bozzola, Tozzi et al. 2012), and Poliovirus Vac-
cine (Friedrich 1998; Korsun, Kojouharova et al. 2009). 
As shown by a VO hierarchical structure layout (Fig. 3), 
these seven vaccines belong to different bacterial or viral 
vaccines. The Diphtheria-Tetanus-Pertussis vaccine 
(DTP) is a combination vaccine that contains three indi-
vidual vaccine components, including a Pertussis vaccine. 
DTP is asserted in VO as a subclass of “Diphtheria-
Tetanus vaccine”. Different from SNOMED, VO logical-
ly defines vaccines based on their relation to the pathogen 
organisms defined in the NCBI_Taxon ontology. Since 
multiple inheritances are not used in VO, an inference 

using an ontology reasoner was used to infer that the DTP 
is also Bordetella pertussis vaccine (i.e., Pertussis vac-
cine) (Fig. 3). It is likely that the association of the com-
bination vaccine DTP with neurological disorder is at 
least partially due to the Pertussis vaccine component. 

Our study also identified many other diseases associat-
ing with different vaccines. For example, five vaccines 
(e.g., pertussis vaccine) were found to be associated with 
various types of antimicrobial susceptibility, and eight 
vaccines (e.g., influenza vaccine) have been co-studied 
with patients having the asthma condition. Due to the 
relative poor annotation of the vaccine data in the Seman-
tic MEDLINE system, the vaccines identified in the se-
mantic analysis were poorly classified. The incorporation 
of VO in the study clearly classifies these vaccines, lead-
ing to better understanding of the result of the Semantic 
MEDLINE analysis.  

2) This group of vaccines, including Q fever vaccine, 
Parvovirus vaccine, and Tick-borne encephalitis vaccine, 
is associated with the common disease “Delayed Hyper-
sensitivity”. Delayed type reactions may occur at days 
after vaccination and often raise serious safety concerns. 
Delayed hypersensitivity is not antibody-mediated but 
rather is a type of cell-mediated response. The study of 
common vaccines and related gene and pathway features 
related to the delayed reaction will help to reveal the 
cause of DTR and eventually prevent it. While these vac-
cines are developed against different bacterial or viral 
diseases, there may be similarities among these vaccines, 
such as common vaccine ingredients (e.g., adjuvant) and a 
shared target to some common biological pathway in hu-
mans. An identification of these common features may 
indicate a common cause of the DTR.  

3) This group of vaccines is associated with the com-
mon disease “Mumps”. The vaccines in this group include 
Mumps Vaccine, “measles, mumps, rubella, varicella 
vaccine”, and “diphtheria-tetanus-pertussis-haemophilus b 
conjugate vaccine” (DTP-Hib). The first two vaccines 
protect against Mumps. DTP-Hib was compared with a 
Mumps vaccine in a study (Henderson, Oates et al. 2004). 

4) This vaccine group consists of seven vaccines (e.g., 
Brucella abortus vaccine and bovine rhinotracheitis vac-
cine) with direct associations between them. They are all 
associated with the common term “calve” in the literature 
abstracts. Since “calve disease” has a synonym “Scheu-
ermann’s Disease”, these vaccines have all been linked to 
“Scheuermann’s Disease”. This is due to the ambiguity of 
the Nature Language Processing (NLP) process. This can 
be improved by future improvement of the disambiguity 
capacity of NLP tools. 



Analysis of Vaccine-related Networks using Semantic MEDLINE and the Vaccine Ontology 

5 

Fig. 3. The VO hierarchical structure of the seven vaccines associating 
with neurological disorder. A reasoning process assigned the Diphtheria-
Tetanus-Pertussis vaccine under Bordetella pertussis vaccine. The Pro-
tégé-OWL editor 4.2 was used for the figure generation. 

3.3 Vaccine-gene network  
In the vaccine-gene network, many genes were found to 
interact with different vaccines. For example, our study 
identified that CD40LG (CD40 ligand) is closely associ-
ated with five vaccines: Diphtheria toxoid vaccine, Chol-
era vaccine, Tetanus vaccine, Chickenpox vaccine, and 
inactivated poliovirus vaccine (Fig. 4). CD40LG plays an 
important role in antigen presentation and stimulation of 
cytotoxic T lymphocytes (Kornbluth 2000). CD40LG can 
also be used in rational vaccine adjuvant design 
(Kornbluth and Stone 2006). Our finding confirms the 
important role of CD40LG and provides specific details 
on how this immune factor interacts with various bacterial 
and viral vaccines. 

Fig. 4. A vaccine-gene subnetwork. The associations between vaccines 
and related genes were visualized by the Cytoscape tool (Smoot, Ono et 
al. 2011). Purple rectangular node represents vaccine, and yellow circle 
node represents gene.  

4 DISCUSSIONS AND FUTURE WORK 
In this paper, we proposed a novel network-based ap-
proach to investigate the vaccine relationships in the con-

text of vaccine network extracted from PubMed literature 
abstracts. The investigations of vaccine-vaccine, vaccine-
disease, and vaccine-gene networks demonstrate that such 
literature-based associations can be better analyzed using 
VO and such a combinatorial analysis is able to reveal the 
association patterns and identify new knowledge. The 
identified vaccine-vaccine associations based on vaccine-
disease distance analysis are consistent with their VO 
categories and often lead to the generation of new hy-
potheses. Our studies discovered some novel vaccine-
vaccine relationships by discovering a group of vaccines 
associated with some common diseases as demonstrated 
in the heat map analysis in the Results section. Due to the 
incompleteness of such information existing in the litera-
ture abstracts, such vaccine-vaccine associations need 
further validation in independent databases or through 
future experimental studies. For example, while our anal-
ysis reveals associations between a group of vaccines and 
neurological adverse events, it is noted that the evidences 
of these associations, although reported by some PubMed 
abstracts, are not necessarily commonly acknowledged 
(Sarntivijai, Xiang et al. 2012). More analysis may be 
required for clarification. 
         Future extensions of this work include: (1) integra-
tion of more comprehensive vaccine-disease association 
databases (e.g., VAERS system) to construct more com-
plete vaccine-related networks; (2) generation of vaccine-
related gene network by extending the neighbour genes of 
vaccine-associated genes; (3) network-based investigation 
of the relationships among vaccines and other drugs using 
vaccine-drug associations;  (4) investigation on possible 
ways to improve the network by assigning weights or 
confident rates to different types of associations or associ-
ations from different sources. 
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ABSTRACT 
We#built# the#Drug#Ontology# (DrOn)# to#meet# the# requirements# of# our#
comparative;effectiveness#research#use#case,#because#existing#artifacts#
had#flaws#too#fundamental#and#numerous#to#meet#them.##However,#one#
of#the#obstacles#we#faced#when#creating#the#Drug#Ontology#(DrOn)#was#
the#difficulty# in# reusing#drug# information# from#existing# sources.# # The#
primary#external#source#we#have#used#at#this#stage#in#DrOn’s#develop;
ment#is#RxNorm,#a#standard#drug#terminology#curated#by#the#National#
Library# of# Medicine# (NLM).# To# build# DrOn,# we# (1)# mined# data# from#
historical# releases#of#RxNorm#and#(2)#mapped#many#RxNorm#entities#
to#Chemical#Entities#of#Biological#Interest#(ChEBI)#classes,#pulling#rele;
vant#information#from#ChEBI#while#doing#so.###
We#built#DrOn#in#a#modular#fashion#to#facilitate#simpler#extension#and#
development#of#the#ontology#and#to#allow#reasoning#and#construction#
to# scale.# # Classes# derived# from#each# source# are# serialized# in# separate#
modules.####For#example,#the#classes#in#DrOn#that#are#programmatically#
derived# from#RxNorm#stored# in# a# separate#module# and# subsumed#by#
classes# in# a#manually# built,# realist,# upper;level#module# of# DrOn#with#
terms#such#as#‘clinical#drug#role’,#‘tablet’,#‘capsule’,#etc.##

1 INTRODUCTION  
An ontology of drugs could be useful for a variety of pur-
poses, such as comparative effectiveness research (Olsen, 
2011), clinical decision support (Broverman, 1998; Sperzel, 
1998; Kim, 2001), and clinical data warehousing and inte-
gration (Broverman, 1998; Nelson, 2011; Palchuk, 2010; 
Parrish, 2006; Kim, 2001), among others.  At present, no 
existing resource was sufficient for our use cases in these 
domains (see our sister paper (Hogan, 2013)), and therefore 
we decided to build the Drug Ontology (DrOn).  Minimally, 
no existing resource contains in its current version a histori-
cally comprehensive list of National Drug Codes (NDCs). 

RxNorm (Nelson, 2011)—a standard drug terminology 
maintained by the U.S. National Library of Medicine 
(NLM)—includes normalized names and relationships ex-
tracted from several proprietary drug knowledge bases.  
Because of (1) the large amount of drug information main-
tained within RxNorm, (2) the fact that it is freely available, 
and (3) the fact that much of it is available under a permis-
sive license, RxNorm is a good candidate for a source of 
information to create a formal drug ontology.  

RxNorm is focused primarily on prescription and over-
the-counter drugs that are currently available in the United 
States.  It uses Concept Unique Identifiers called RXCUIs to 
catalog and relate information. 

At this stage of DrOn development, we are interested in 
the ability to query for National Drug Codes (NDCs). The 
NDC is a unique identifier that the Drug Listing Act of 1972 
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requires companies to report to the Food and Drug Admin-
istration (FDA).  RxNorm associates each NDC with a drug 
product via the RXCUI.  Although our requirement is to 
have a comprehensive, historical list of NDCs, RxNorm 
maintains only currently active NDCs in its current release.  
So tracking all NDCs and the RXCUIs with which they 
have been associated over historical releases of RxNorm is 
key to building DrOn. 

Moreover, NDCs are often lost with no explanation when 
an RXCUI is retired, especially in releases of RxNorm prior 
to 2009. This situation necessitates careful tracking to en-
sure that all valid NDCs (and, indeed, any useful infor-
mation) associated with a retired RXCUI can be associated 
with the most recent RXCUI that refers to the same entity. 

While other drug information sources exist, none of them 
was sufficient.  Our requirements include (1) a historically 
comprehensive list of NDCs, (2) correctness with respect to 
pharmacy and biomedical science, (3) logically consistent, 
correct axioms that do not entail untrue or inconsistent in-
ferences, and (4) interoperability with other ontologies for 
translational science.  In previous work, we analyzed 
RxNorm, the National Drug File – Reference Terminology, 
SNOMED CT, Chemical Entities of Biological Interest 
(ChEBI), an OWL conversion of the Anatomical and Thera-
peutic Chemical classification system, DrugBank, Phar-
mGKB, and other sources (Hogan, 2013) and found that 
none of them met these requirements. 

In this paper, we describe how we build DrOn from his-
torical releases of RxNorm, while navigating these pitfalls.  
In addition, during the build process, we map drug ingredi-
ents from RxNorm to the Chemical Entities of Biological 
Interest (ChEBI) ontology (de Matos, 2010).  As a result, 
we import hundreds of ChEBI classes and their associated 
URIs, labels, etc. into DrOn. 

2 METHODS   
The overall workflow of the extraction and translation pro-
cess has three main steps: 
1. Mining RxNorm for relevant entities, including infor-

mation found only in older releases. 
2. Extracting, Transforming, and Loading (ETL) the data 

mined from RxNorm into a normalized Relational Da-
tabase Management System (RDBMS). 

3. Translating the normalized RDBMS into an OWL 2.0 
artifact. 
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Each of these three steps is further subdivided into sub-
steps that we explain in detail below. 

2.1 Mining RxNorm 
We first download the raw RxNorm data files directly from 
the NLM website, specifically the UMLS (or Unified Medi-
cal Language System) Terminology Services (UTS) site 
(U.S. National Library of Medicine, 2011) and import them 
into a locally hosted RDBMS using the scripts provided by 
the NLM. Additionally, to support maintenance of compre-
hensive information over time, we created and maintain two 
additional tables that store all the information that we ex-
tract from each release of RxNorm (a subset of all the in-
formation).  We describe these tables in detail below (sec-
tions 2.1.3 and 2.1.4). 

Currently, we include information from every version of 
RxNorm released between June, 2008 and February, 2013 in 
DrOn.  The reason is that the June, 2008 release was the 
first one that includes RxNorm-curated NDCs. 

It should be noted that we use only information curated 
within RxNorm and not any information from its sources 
directly, and thus our overall process is allowable under the 
UMLS license (all content reused in DrOn is Level 0). 

2.1.1 RxNorm Files 
The next step is to extract all relevant information from the 
files downloaded from the UTS site. RxNorm comes as a set 
of nine Rich Release Format (RRF) files, each of which 
contains a specific subset of the total information. However, 
we do not use all nine files in our build process. 

We process RXNSAT.RRF, RXNCONSO.RRF, 
RXNCUI.RRF, and RXNCUICHANGES.RRF, 
RXNSAB.RRF.  Table 1 shows the information we mined 
from each file. 

 
File Extracted Information 

RXNSAT.RRF NDCs and RXCUIs 
RXNCONSO.RRF RXCUI attributes 
RXNCUI.RRF retired RXCUIs with prove-

nance 
RXNCUICHANGES.RRF RXCUI provenance 
RXNSAB.RRF RxNorm version infor-

mation 
Table 1: The RxNorm files and the information mined from each. 

 
There are four different term types in RXNCUI.RRF that 

are relevant to DrOn.  They are: (1) Semantic Clinical Drug 
Forms (SCDFs), (2) Semantic Clinical Drugs (SCDs), (3) 
Semantic Branded Drugs (SBDs), and (4) Ingredients (IN).  
RxNorm treats NDCs as attributes of an SCD or SBD rather 
than a separate term type. 

2.1.2 RXCUI Provenance 

Tracking entities within RxNorm requires tracking the 
RXCUIs to which they are attached.  This can be a difficult 
task. Any RXCUIs that have been entered in error are re-
tired.  Additionally, if two RXCUIs refer to the same entity, 
they are consolidated and either one of them is retired while 
the other remains or a new RXCUI is created and both older 
RXCUIs are retired. Prior to the April 2009 release of 
RxNorm, no comprehensive list of retired RXCUIs was 
provided. Furthermore, the reasons for retirement are not 
always well-documented, making it difficult to distinguish 
between RXCUIs that have been retired because they are 
nonsense and ones that have been replaced or merged. For 
instance, as of this writing, there are 40 RXCUIs with 210 
associated NDCs that are no longer contained in the most 
recent release of RxNorm, however, there is no record of 
why these RXCUIs were removed. 

2.1.3 Extraction of National Drug Codes (NDCs) and 
related RXCUIs 

To facilitate the tracking of NDCs, we have created an addi-
tional table, NDC_COMP, that contains a comprehensive 
list of all RxNorm-curated NDCs from all releases of 
RxNorm since June 2008 (when they first appeared) and 
their corresponding RXCUIs. To generate this table, we 
parse the RXNSAT.RRF data file contained in each release 
of RxNorm. Any entry in the file whose source is RxNorm 
and is annotated as being an NDC is extracted from the file, 
along with its associated RXCUI, and imported into our 
NDC_COMP table. We also store the version from which 
each NDC was mined, which is parsed from the 
RXNSAB.RRF data file as mentioned in Section 2.1.1.  

2.1.4 Tracking Provenance 

The second of the two additional tables is a master conver-
sion table, DEPRECATED_RXCUIS, which we use to track 
the current status of each retired RXCUI. This table contains 
two fields: old_rxcui and new_rxcui. The old_rxcui field 
contains a retired RXCUI, and the new_rxcui field contains 
the current RXCUI to which the retired RXCUI’s infor-
mation is now associated. The new_rxcui field may also 
contain a status code if the retired RXCUI’s information is 
unable to be tracked because it was entered in error or split 
into multiple new RXCUIs. These special status codes are 
“ERROR” for RXCUIs that have been entered in error and 
“S_RXNCUI” for RXCUIs which have been split. Because 
RxNorm does not document why an erroneous RXCUI was 
entered in error, we are unable to do further processing on 
them or their associated information. For the RXCUIs 
which are split, it may be possible to track some of their 
associated information, but it is not always clear which in-
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formation belongs to which child RXCUI and this issue 
requires manual intervention at present. 

  Our DEPRECATED_RXCUIS table is updated with each 
release of RxNorm through the following procedure: 

1. First, we extract any RXCUIs from the comprehensive 
NDC_COMP table, built in Section 2.1.3, that can no 
longer be found in the RXNCONSO.RRF file being im-
ported. We then import these RXCUIs into the 
old_rxcui column of our DEPRECATED_RXCUIS ta-
ble. Because the RXNCONSO.RRF file contains all cur-
rent RXCUIs, any RXCUIs that meet the above criteria 
must have been retired. 

2. Next, using the RxNorm-curated RXNCUI table, we 
update all entries in the new_rxcui column. The 
RXNCUI table contains a cui1 field containing a retired 
RXCUI, a cui2 field containing the RXCUI into which 
the retired RXCUI’s information has been merged, and 
a cardinality column contains the number of RXCUIs 
into which the information has been merged. Any 
RXCUI that has been entered in error is indicated by an 
entry in which the value of the cui1 field is equal to the 
value of the cui2 field. Additionally, any entry with a 
cardinality greater than 1 indicates that the RXCUI has 
been split. These are indicated in our table by setting 
the new_rxcui entry to “ERROR” and “S_RXNCUI”, 
respectively. As of this writing, 768 RXCUIs and 3,484 
associated NDCs are reported by RxNorm to have been 
entered in error and are therefore not included in DrOn. 
Additionally, 187 RXCUIs and 3,126 associated NDCs 
have been split. Both these RXCUIs and NDCs have al-
so been left out of DrOn (for the time being) due to the 
difficulty of determining which information from the 
parent RXCUI belongs to which child RXCUI. 

3. Finally, we compute the transitive closure, associating 
each RXCUI with the latest RXCUI that refers to the 
same entity with no intervening steps in our 
DEPRECATED_RXCUIS table. Because this table is 
updated with each release of RxNorm, occasionally an 
RXCUI in the new_rxcui field is retired. In such situa-
tions, the new_rxcui field is updated as described in 
Step 2, and a new row in the table is created with the 
newly-retired RXCUI set as the old_rxcui, and the 
new_rxcui field is set to match the updated new_rxcui 
from the original entry.  

2.2 Mapping to ChEBI 
The process maps ingredients (IN entity type) extracted 
from RxNorm to ChEBI entities where possible.  We ac-
complish this step through a simple Java console application 
(that we built) that compares the labels of ingredients pulled 
from RxNorm with annotations in ChEBI. Any exact 
matches between the names or synonyms of RxNorm IN 

entities and ChEBI annotations were assumed to be refer-
ring to the same entity type and thus the ChEBI URIs were 
used in DrOn. Three different annotation types from ChEBI 
are used in the mapping process: label, related_synonym, 
and exact_synonym.  To date, we import into DrOn ~750 
classes (including URI and label and other annotations) 
from ChEBI: roughly 500 matches were found via label, 
250 were found via related_synonym, and only two were 
found via exact_synonym.  Many of the ingredients found in 
RxNorm are extracts of various plants, e.g. ginger extract, 
which we would not expect to find in ChEBI. 

Somatropin (also known as somatotroin or human growth 
hormone) was erroneously associated with the ChEBI role 
‘growth hormone’.  This error, once noticed, was fixed. The 
term is now mapped to the Protein Ontology URI that repre-
sents the protein molecule somatotropin.   

We assigned a DrOn URI to every ingredient that was not 
found in ChEBI via this process. 

2.3 ETL into a Normalized Format 
There are five RxNorm entity types we were initially inter-
ested in pulling from RxNorm.  These are the following: 
ingredient, clinical drug form, clinical drug, branded drug, 
and national drug code (NDC).  Additionally, we wanted to 
represent a number of ingredient dispositions.  Figure 1 
shows these six entity types and the relationships between 
them.  They are described in some detail next.  It should be 
noted that the entities the NDC class represent are not the 
codes themselves, but instead the packaged drug products 
that the NDCs represent.  Additionally, every DrOn entity 
that corresponds to a RxNorm entity is annotated with the 
corresponding RXCUI. 
 

 
Fig. 1: The entity types of DrOn and their relationships as stored in the 

normalized format 

2.2.1 Entity types 

The ingredient entities represent the types of molecules that 
are present in a drug product and have an active biological 
role.  The URIs of ingredients, where possible, are taken 
from the Chemical Entities of Biological Interest (ChEBI) 
ontology as described above. Examples of these include 
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acetaminophen, sulfur, and ephedrine.  There are 7,848 
unique ingredients in DrOn. 

The disposition entities represent dispositions that mole-
cules bear (see Hogan, 2013).  There are, as of now, six mo-
lecular dispositions in DrOn.  They are: 

1. non-activating competitive beta-adrenergic receptor 
binding disposition  (i.e., beta-adrenergic blockade) 

2. function-inhibiting hydrogen/potassium adenosine tri-
phosphatase enzyme (H+/K+ ATPase) binding disposi-
tion (i.e., proton-pump inhibition) 

3. function-inhibiting L-type voltage-gated calcium chan-
nel binding disposition (i.e., a subtype of calcium-
channel blockade) 

4. function-inhibiting vitamin K epoxide reductase binding 
disposition (i.e., a type of Vitamin K antagonism) 

5. function-inhibiting Na-K-Cl cotransporter 2 (NKCC2) 
binding disposition (i.e., NKCC2 inhibition) 

6. function-inhibiting T-type calcium channel binding dis-
position (i.e., another subtype of calcium-channel 
blockade) 

These six dispositions were chosen based on their biolog-
ical importance and relevance to ongoing comparative effec-
tiveness research at the University of Arkansas for Medical 
Sciences.  There is no direct correspondence between DrOn 
dispositions and RxNorm, because by design RxNorm lacks 
information about mechanism of action. Instead, the rela-
tionships between DrOn dispositions and ingredients was 
mined from ChEBI, although ChEBI treats the same realiz-
able entities that we represent here as roles (see Hogan, 
2013 for more details).  Table 2 shows the associated 
ChEBI role from which the ingredient relationships for the 
three dispositions were mined. The other three dispositions 
not in the table were curated manually by the authors. 

DrOn Disposition ChEBI Role 
non-activating competitive beta-
adrenergic receptor binding disposition 
 

beta-
adrenergic 
antagonist 

function-inhibiting hydrogen/potassium 
adenosine triphosphatase enzyme 
(H+/K+ ATPase) binding disposition 

proton pump 
inhibitor 

function-inhibiting L-type voltage-
gated calcium channel binding disposi-
tion 

calcium chan-
nel blocker 

Table 2: The ChEBI roles used to mine DrOn disposition-ingredient rela-
tionships 
 

Function-inhibiting T-type calcium channel binding dis-
position was included because we erroneously associated 
ethosuximide and function-inhibiting L-type voltage-gated 
calcium channel binding disposition.  This error was not due 
to any particular oversight of ChEBI but an artifact caused 

by the more specific nature of DrOn’s dispositions as com-
pared to ChEBI’s more general calcium channel blocker. 

The Clinical Drug Form (CDF) entities represent a type 
of drug product, dose form (e.g. drug tablet), and, often, the 
intended route of administration (e.g. oral ingestion) without 
brand or strength information.  These correspond to SCDFs 
in RxNorm.  Examples of CDFs include estradiol transder-
mal patch, iodine topical solution, and menthol crystals.  
There are 14,035 unique CDFs in DrOn. 

The Clinical Drug (CD) entities represent drug products 
with specific dosage/strength/form information.  They are 
related to the CDF by an is-a relationship.  For example, 
every aspirin 325 MG enteric coated tablet (CD) is a aspi-
rin enteric coated tablet (CDF). DrOn contains 34,560 CDs. 

The Branded Drug (BD) entities represent brand-name 
drug products with specific dosage/strength/form infor-
mation.  The drug products that BDs represent are related to 
the products that CDs represent by an is-a relationship.  
There are 21,248 unique BDs in DrOn. 

The National Drug Code (NDC) entities represent a drug 
product and its packaging.  These entities are distinct from 
entities represented by BDs or CDs, instead containing 
some number of instances of drug products represented by 
CDs/BDs, for example a 100-tablet bottle of aspirin 325 mg 
tablets.  There are 390,813 unique NDC entities in DrOn. 
 

DrOn Entity Type RxNorm Entity Type 
CDF SCDF 
CD SCD 
BD SBD 
Ingredient IN 
NDC SCD or SBD Attribute 

Table 3: The associated RxNorm entity type for each DrOn entity type 
except disposition. 

 2.3.2 RDBMS design 

The RDBMS design representing the normalized format of 
the entity types described above is simple.  There are 5 core 
tables, one for each entity type.  These are as follows: clini-
cal_drug_form, clinical_drug, branded_drug, ndc, ingredi-
ent, and disposition. 

Additionally, there are two tables storing provenance in-
formation from RxNorm, such as the version of RxNorm in 
which each RxCUI was found.  These are rxcui and rxnorm.  
These are completely separate from the core entity tables to 
allow for incorporation of other data.   

  Many-to-many tables representing the relationships be-
tween the various entities are omitted in the interest of brev-
ity.  However, all of the relationships shown in 1 are also 
represented in RDBMS. 
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2.3.2 ETL process 
The ETL process is done in four major steps: 
1. First, we initialize the rxcui and rxnorm tables.  This 

includes mapping every deprecated RXCUI to the most 
recent RXCUI that identifies the same object, either to 
an RXCUI from the current set or another deprecated, 
but not entered in error, RXCUI. 

2. Next, we initialize the ndc table.  This primarily in-
volves copying all the NDCs found in the mining pro-
cess (without the duplication caused by storing NDCs 
multiple times during the mining process) and associat-
ing them with the relevant RXCUI. 

3. Next, we create the ingredients, CDFs, CDs, and BDs 
from the associated RxNorm type.  This includes main-
taining the proper relationships between the various en-
tities (e.g. associating the correct ingredients with each 
CDF). 

4. Finally, we associate each NDC with the appropriate 
CD or BD.  This primarily involves following the prov-
enance trail of RXCUIs provided in step 1. 

2.4 Creating the OWL 2.0 Artifact 
We use the OWLAPI 3.4.3 (Horridge, 2011), Scala 2.10 
(Odersky, 2004), and Slick 1.0.0 (Typesafe, 2013) to extract 
the entities from our internal representation and transform 
them into an OWL artifact.  This process is subdivided into 
the following steps: 
1. Extract the ingredients, using ChEBI URIs where ap-

propriate. 
2. Extract the dispositions and associated them via the 

bearer_of relation to the one or more ingredients. 
3. Extract the clinical drug forms and associate them via 

the has_proper_part relation to the one or more ingre-
dients. 

4. Extract the clinical drugs and assert they are a subclass 
of the appropriate clinical drug form. 

5. Extract the branded drugs and assert that they are a sub-
class of the appropriate clinical drug. 

6. Extract the NDCs and assert that they are related to one 
branded drug or one clinical drug via the 
has_proper_part relation. 

 
This ordering of the steps is deliberate.  Each step de-

pends on one or more previous steps.  
Since the RDBMS structure defined above represents the 

entities and their relationships already, this process is fairly 
straightforward.  

2.4.1 Modularization 

The ability to incorporate additional sources of information 
has been a key requirement for the build process.  To help 
facilitate this, we developed DrOn in a modular fashion.  

Currently, DrOn has five different modules: dron-full, 
dron-chebi, dron-rxnorm, dron-pro, and dron-upper. 

The dron-full module is simply a connector that imports 
the other modules.  It is so named on the assumption that 
certain subsets of the modules may prove useful enough to 
warrant lighter versions of the ontology. 

The dron-chebi module contains all of the annotations for 
the ingredients mapped to ChEBI (as described in Section 
2.2).  It contains everything imported from ChEBI. 

The dron-rxnorm module contains all of the information 
mined from RxNorm, which, at this point of the ontology’s 
development, is the bulk of DrOn’s information. It includes 
the NDCs, though we plan to split the NDCs from the rest 
of the RxNorm module in future work. 

The dron-pro module includes everything imported from 
the Protein Ontology (PRO).  At present, it is very small and 
only contains the ‘protein’ and ‘somatotropin’ classes from 
PRO. As stated above, we imported these classes to repre-
sent somatotropin as a drug ingredient. 

The dron-upper module contains the hand-created upper 
level ontology that the other modules are mapped on to (see 
Hogan, 2013). 

This modularization brings two major benefits: develop-
ment simplicity and increased scalability.  By creating logi-
cal divisions and well-defined interfaces between the mod-
ules, we can more easily maintain each module separately 
without significantly affecting the other modules.  Addition-
ally, as each module grows in size, we can shard the pro-
cessing and creation of the ontologies to different servers, 
making scaling the process simpler. 

3 DISCUSSION 
We developed an ontology, DrOn, that contains information 
programmatically derived from three different sources 
(RxNorm, ChEBI, and PRO) during its build process.  Be-
cause it is derived from general-purpose resources, we be-
lieve DrOn can serve many use cases beyond our current 
ones (although this conjecture requires further research).  
We plan on adding additional sources in the future to main-
tain current information in DrOn, with more immediate 
plans to include information from Structured Product La-
bels.  As such, we built our internal representation to main-
tain provenance information of the sources separately, en-
suring that we can both track the provenance of the various 
entities as the ontology develops and add new sources with-
out adversely affecting the existing ontology. 

DrOn follows OBO Foundry guidelines and is currently 
listed on the OBO Foundry website as a candidate ontology.  
In additional to the mining detailed above, DrOn imports 
BFO 1.1 and includes terms MIREOTed from the Relation-
ship Ontology and BFO 2. 

The development site and issue tracker for DrOn can be 
found at https://bitbucket.org/uamsdbmi/dron.  The perma-
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nent URL for DrOn is 
http://purl.obolibrary.org/obo/dron.owl. 

Our primary, driving use case was support for Compara-
tive Effective Research.  Author WRH was part of a re-
search team wherein a student had to manually identify all 
drug products that contain acetaminophen historically.  We 
built a web application that uses DrOn to support this use 
case; users can search for all NDCs that either contain a 
specific ingredient or contain an ingredient that realizes a 
specific disposition.  This web application is accessible at 
http://ingarden.uams.edu/ingredients. 

Future work includes addressing limitations in the current 
process. One of the more egregious examples is the lack of a 
link from the various drug products to their dose forms (e.g., 
drug capsule).  Nearly all of the most common dose forms 
are already in the upper level of the ontology (dron-upper 
module), but the CDFs are not properly related to them.  
This is due to (1) time constraints and (2) the dubious onto-
logical nature of some of the dose forms found in RxNorm. 
For example, ‘inhaler’ does not refer to the form of the drug 
but instead to its container (which also serves the role of 
drug delivery device). But the form of the drug itself is a 
solution or suspension contained in the inhaler.  Note that 
the presentation form in this case (e.g., solution) differs 
from the administration form (e.g., aerosol). 

Another issue is the lack of a full logical definition for 
some of the terms.  For instance, only a small subset of the 
parts of each drug product is defined.  A clinical drug form 
contains information about its dose form, its route of admin-
istration, and its active ingredients.  As of the writing of this 
paper, the only one of these that is represented in the ontol-
ogy as classes are the active ingredients, though dose forms 
are mostly represented.  Even these, however, are still not 
fully developed, generally lacking any class restrictions.  
Additionally, a clinical drug contains dosage information 
and branded drugs have brand information.  Neither of the-
se is represented in the ontology. 

The final issue with the process is the need for manual in-
teraction. Although each step within in the process is auto-
mated, they are not tied together in a coherent way. We ex-
pect that some manual intervention will always be needed as 
we continue to mine updated information from these 
sources, but there is significant room for improvement in 
connecting the various segments of the overall process flow 
and fully automating the less ontologically nebulous steps. 

Since DrOn is already large, and will likely increase in 
size as we incorporate more sources and as more drug prod-
ucts are manufactured, we expect that we will run into diffi-
culties managing generation of and reasoning over the on-
tology.  One potential solution we intend to investigate is to 
reason over the modules individually and combine the re-
sults.  We also intend to create more manageable subsets of 
DrOn, which should allow users to work with only the por-
tions of DrOn that they need for a particular use case. 
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ABSTRACT 
Our use case for maintenance of the Drug Ontology includes 
a semi-automated, daily process capable of importing new, 
relevant information from a variety of linkable resources, 
using fast and flexible algorithms with full access to all data. 
Structured Product Labels contain linkable information re-
garding FDA approved drug products and the drug packages 
in which they are sold, as well as ingredients and metadata 
about the drugs. We created an Application Programming 
Interface for SPLs using Scala, which will run on any imple-
mentation of the Java Virtual Machine (JVM) and is freely 
available through an open-source license for any non-
commercial use. 

1  INTRODUCTION  
We are using Structured Product Labels (SPL) from the 
Food and Drug Administration (FDA) to capture new drug 
and related entities for representation in the Drug Ontology 
(DrOn). The reason is that manufacturers must submit an 
SPL for all new drugs approved in the United States, and 
thus  this  information  is  “directly  from  the  source”.    It  is  also  
much richer than what is available in drug terminologies 
such as RxNorm. This paper describes our processes and the 
software we are developing to support them for extracting 
information from SPLs to update DrOn as new drug prod-
ucts come into existence. 

SPLs are machine-readable files, submitted-to and re-
leased-by the FDA, containing prescription drug labeling 
and product metadata, such as National Drug Codes (NDCs) 
and drug product ingredients. They are available as full 
“current   revision”   releases, and monthly, weekly, or daily 
updates from the DailyMed website at 
http://dailymed.nlm.nih.gov. Each archive release contains 
individual archives. Each individual archive contains one 
XML  file  and  may  contain  zero  or  more  “.jpg”  image  files,  
which are referenced by the XML file.  

SPLs have been found useful linking active ingredients 
and chemical entities (Hassanzadeh et al., 2013), extracting 
indication information (Fung et al., 2013), and improving 
detection of drug-intolerance issues (Schadow, 2009) and 
can be enhanced with current literature for greater safety, 
efficacy, and effectiveness (Boyce et al., 2013).  

  
* To whom correspondence should be addressed: rahall2@uams.edu 

While a non-proprietary SPL parsing web service called 
“LinkedSPLs”   is   available   (Hassanzadeh et al., 2013), we 
discuss below the lack of fitness for our use case. 

Recent work (Hogan et al., 2013) has shown the benefit of 
ontological realism for avoiding scientific inaccuracy with 
the creation of the Drug Ontology (DrOn). In addition to 
modeling drug products, ingredients, and their respective 
dispositions, DrOn includes an extensive historical collec-
tion of identifiers such as NDCs. To keep DrOn updated as 
new drug products come into existence, we have designed a 
system for automated staging of data from three initial 
sources: RxNorm, ChEBI, and SPLs (Fig 1). 

In addition to the need to drive DrOn maintenance, we are 
aware that SPL files are created by a large and diverse user 
base in industry and submitted to the FDA, so we have also 
included the capability to write SPL documents. Although 

one free tool for creating and editing SPL files exists (“SPL  
XForms”), we discuss here our motivations for creating a 
new tool.   

Our implementation is an Application Programming Inter-
face (API) for SPLs (SPL-API) which we use to update 
DrOn each day using   the   “daily updates”   from  Dailymed. 

Figure 1: SPL-API is a part of the DrOn ETL process for automatical-
ly regenerating DrOn modules holding externally sourced information 
on drugs, ingredients, and dispositions. 
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SPL-API also includes features for downloading and pars-
ing full releases and monthly and weekly updates. 

Thus, the goal of this work is to create a generally useful 
open-source parser and writer for SPL XML files, and to use 
it within a larger system to update DrOn with applicable 
classes and their relationships, enabling additional data to be 
linked by other processes. As a result DrOn will be continu-
ously updated with new drug products as they are approved. 

2 METHODS 
The DrOn support system must Extract, Transform, and 
Load (ETL) data from a variety of sources in order to auto-
matically rebuild the “lower   ontology”   containing   specific 
drug products from the latest sources. A DrOn Builder has 
been previously implemented (Hanna et al., 2013) which 
produces OWL 2.0 ontology modules from the initial DrOn 
database.  Here, we describe the methods completed and 
planned to add SPL support to DrOn Builder. 

2.1 Analysis of Existing SPL Tools 
Our use case requires full access to all data in available re-
sources and flexible server-side processing, preferring a 
local library over a connected service for both processing 
speed and algorithmic flexibility. 

LinkedSPL provides SPL content for prescription and 
over-the-counter drugs, and is updated weekly. It can be 
accessed through a SPARQL endpoint to acquire the free-
text contained in any   “section”   of   the   SPL   file, which is 
defined  by  the  “<section>”  tag-set. Although the LinkedSPL 
software artifacts are freely available, and may be used lo-
cally, they are unable to report included label image files or 
a link to them. LinkedSPL also only parses prescription and 
OTC   files,   leaving   out   the   “Remainder”   labels (which in-
clude data on vaccines and some medical devices) and the 
“Animal”   labels. Additionally, DrOn is not currently using 
RDF technologies (other than serialization of OWL into 
RDF), so we seek to avoid the complexity of adding an in-
termediate representation to the system.  

A browser-based editor (“SPL  XForms”)   for SPL format 
XML files is also available (Pragmatic, 2010). Developed in 
collaboration with the FDA, it can be used to view, create, 
edit, and validate the XML data once a Java-helper is al-
lowed to load. Although useful to our study of individual 
XML files, it is not freely available as a local library, and 
thus could not be part of future system integrations. 

2.2 Analysis of SPL Labels  
Software was written to survey all XML elements and their 
attributes and relationships. Survey data will be available 
online (see section 3). An analysis was conducted on 45,182 
SPL submissions in the Human Prescription, Human Over 
The Counter, Medical Device, and Animal label sets availa-
ble as of April 22, 2013. The survey revealed elements that 
were primarily classes, those that were primarily attributes, 

and those that were   unnecessarily   verbose   “wrapper”   ele-
ments. Additionally, elements which are found in collec-
tions were  identified  using  a  “max  and  mean”  algorithm.  

SPL Documents have a fairly simple structure (Fig 2), 
combining a metadata-filled header and a body (contained 
in element <structuredBody>). The body contains a list of 
“section”   elements.   Section   elements   contain   other   section  
elements. While 90% of all files had 24 levels of nesting or 
less, some runaways include 40 levels.  We note that every 
element deeper than 18 levels is related to a nested <con-
tainerPackagedProduct> element, which creates significant 
ambiguity for parsing drug products. 
Each   section   is   “typed”   by   the   loinc_code attribute ac-

cording   to  LOINC  codes   (e.g.   “34067-9”)   that identify the 
common sections of SPLs (e.g.   “Indications and Usage”).  
There are 87 codes allowed per ucm162057.htm (FDA, 
2013), but only 84 were observed. Most documents include 
an SPL PRODUCT DATA ELEMENTS SECTION, an 
INDICATIONS & USAGE SECTION, and a WARNINGS 
SECTION. There was a mean of 1.48 PACKAGE 
LABEL.PRINCIPAL DISPLAY PANEL sections per doc-
ument. All other codes were observed in less than half of the 
documents (and most were observed in less than 20% of the 
documents), while a full 33% of all SPL sections were cod-
ed as SPL UNCLASSIFIED SECTION, suggesting signifi-
cant limitations in the standard.   

2.3 Technical Specifications 
Our implementation is in Scala (version 2.10.1), which runs 
on any Java Virtual Machine (JVM) implementation and 
can be used within custom Java or Scala programs. 

2.4 The DrOn Relational Schema 
DrOn is influenced by RxNorm, and contains OWL 2.0 
classes that model ingredients, semantic clinical drug forms, 

Figure 2: The SPL Document structure includes "wrapper classes" 
like <Component /> and "infinitely nest-able" <Sections />. 
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semantic clinical drugs, and semantic branded drugs (Hogan 
et al., 2013).  The staged data from all external resources 
used  to  build  the  “lower  ontology”  in  DrOn are stored in a 
relational database whose schema follows the RxNorm file 
format closely. We added additional tables to the core 
schema for annotations regarding provenance, including a 
system-standard   field   for   an   “external   link”   to   a   resource-
specific table. The external link can be used as an ID to load 
a resource-specific helper module as described below. At a 
minimum, the ID enables provenance for the external re-
source file. A  “module”  of   resource-specific tables may be 
added to capture desired data. Although persistence of the 
all SPL information is unnecessary for our current integra-
tion with DrOn, our implementation represents all XML 
classes and attributes (except for the lowest level classes 
that represent HTML formatting of product labels). An ap-
plicable prefix for the table-set   (e.g.   “spl_”)  helps   separate  
the tables visually when added to the same database.  

The database currently holds on ~106 entries; the authors 
are experienced with databases containing ~109 entries. In 
the short term, expansion of ingredients and dispositions 
will increase the database more quickly than new products. 

2.5 XML to JVM Classes with Code Generation 
Code generation (cogen) has been shown useful for creating 
packages with numerous classes from OWL ontologies 
(Kalyanpur et al., 2004). It has also been useful in generat-
ing SOAP clients from WSDL files (Simpkins, 2008). 

We developed a custom code generation utility to gener-
ate Scala classes for the SPL XML Format using the refer-
enced XML Schema Definition (XSD), which validates the 
SPL format, and the survey results (see section 2.2). Classes 
were identified as elements (and their wrappers) which con-
tain a number of attributes and zero or more collections. 
Attributes and elements of collections may both be typed as 
other classes. Collections were implemented to hold lists of 
child node types when necessary. Node types that never 
contain other node types, such as <id />, <name>, and 
<code />, are created as typed attributes of the classes that 
represent the containing node types. Accessors were gener-
ated for attributes; iterators were generated for collections. 

Instead of attempting to create classes at run-time through 

the Java-beans paradigm (Kalyanpur et al., 2004), we chose 
to keep code generation in a separate utility, and import the 
resulting  “top  34”  classes  into  the  dron.spl  package. 

2.6 The SPL-API 
The parser and writer implementation is contained in the 
package dron.spl. Three sets of classes are included; classes 
that model the SPL XML format, classes that model the 
products and packages represented in the SPL XML files, 
and utilities necessary to manage Dailymed releases and 
updates (Fig 3 does not show utilities). 

The root Scala class is “SPLDocument”. At least one 
SPLDocument instance is created for each SPL submission 
file parsed (see section 2.8). 

2.6.1 SPL XML Format  

SPLDocument exposes classes and methods that represent 
an abstract SPL document, which in turn utilize the cogen 
classes that model the XML more exactly (Fig 3). A recur-
sive printing algorithm built into the cogen classes enables 
the SPL-API to write SPL files. 

When an XML element is always wrapped by another el-
ement, and the parent element never contains another ele-
ment, then only one cogen class is represented. There are 
fourteen wrapped classes in SPL-API.  

As an example of the layered class design, consider the 
“ComponentStructuredBody”  cogen  class  that  represents  the  
XML elements for the SPL document body. (This class is 
the  “structuredBody”  element  wrapped  with  a  “component”  
element.) With this class, you can create a collection of 
“ComponentSection”   cogen   classes.   However,   the   better 
approach would normally be to use  the  “section  methods”  of  
SPLDocument (e.g. SPLDocument.addSection()) to manage 
the sections of a document. 

2.6.2 SPL Drug Classes  

Classes for Drug Products, Ingredients, and Drug Label Da-
ta were created, along with a base class for Drug Packages. 
Ingredients are maintained as a collection in the Products 
class since each product may contain multiple ingredients, 
and each ingredient has “active”  or  “inactive”  status  attrib-
ute. Additional  attributes  are  planned,  such  as  the  “strength”  
of the Ingredient within the Drug Product. 

The primary subject of an SPL file—a drug package—is 
implemented as two classes that are sub-classed from the 
base class Package; SimplePackage and ComplexPackage. 
Every instance of Package must be related to at least one 
instance of Product. SimplePackage relates to exactly one 
NDC, while a ComplexPackages contains a collection of 
SimplePackage(s) along with its own metadata.  

Parsing one SPL file produces a list of Package instances, 
which will have one or more elements of Content of Label-
ing Data. Lists of Label Data are maintained as a collection 
in the appropriate Package instance.  

Figure 3: The SPL-API uses a set of 34 cogen classes that model 
the XML precisely within a set of classes that model an SPL 
document abstractly. The figure shows data flow for parsing. 
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2.6.3 SPL-API File Utilities  

We provide utilities for downloading full release and peri-
odic updates, unzipping downloaded archives, unzipping all 
archives in a given directory, and unzipping individual sub-
mission archives. Additional data lookup utilities will be 
added, for example to translate loinc_code(s) to text labels, 
which is hoped to also assist users in minimizing the future 
share of SPL UNCLASSIFIED sections. 

2.7 Matching NDCs 
For our use case, a key step in correctly identifying all of the 
real drug products represented by the XML submission file 
is to identify all NDCs, but NDCs are not encoded in the 
XML scheme, and are only found in the free text of Product 
Data Elements sections. They generally contain the text 
string   “NDC”,   and   they   always   conform   to the NDC 10-
digit format (5-4-1, 4-4-2, or 5-3-2). We use pattern match-
ing to identify multiple NDCs per text section. The NDCs 
that are found are checked against the National Drug Code 
Directory (FDA, 2013). The ability to correctly match all 
NDC’s  affects the quality of the results of the Drug Package 
listing (see section 2.6.2). 

2.8 Core Document References 
Of the 45,182 SPL submissions surveyed, 220 used the 
XML tag-set   “<relatedDocument>”.   This   tag   includes   the  
“SetID”   of   a   “Core   Document   Reference”   (FDA,   2012) 
(CDR), from which all sections are inherited by the contain-
ing document. When parsing a submission XML, the SPL-
API will load a related document if it is available within the 
same directory, and create a separate instance of SPLDocu-
ment to hold the related document data. Documents that are 
“parents”   can   still   have   a   <relatedDocument> tag, so the 
loading scheme is recursive, and is currently dependent on a 
small level of nesting. 

When using the Scala classes that represent the XML 
model (see section 2.6.1), each SPL section is contained 
within its proper document, and each related document is 
accessible by the SPLDocument.getRelatedDocument() 
property accessor.  

When using the Scala classes that represent Drug Packag-
es (see section 2.6.2), all related documents  are  “flattened”,  
and each section is included from all documents. Inheritance 
rules are unclear, so all sections are currently collected by 
section type. All identified Drug Products and Drug Packag-
es will be included in the list. 

2.9 ETL and External Resource Helpers 
In addition to the SPL-API, a “helper”  will  be  developed to 
load the parsed SPL data into the DrOn relational schema 
(represented as gears in Fig 1). A plugin system added to the 
DrOn builder will be able to identify the proper resource-
specific plugin and pass the initialization necessary to com-
plete loading for the next update. 

3 CONCLUSION 
We have developed an open-source API for processing 
SPLs in a Java Virtual Machine. A developer’s  release  will  
be made available at the start of VDOS 2013, and will be 
available at: https://bitbucket.org/rogerhall68/spl-api.   

Ongoing work includes loading processed data into the 
Drug Ontology to keep it current as new drug products are 
released. 
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ABSTRACT 

Licensed human vaccines can induce various adverse events in vac-
cinated patients. Many known vaccine adverse events (VAEs) have been 
recorded in the package inserts of commercial vaccine products. To 
better represent and analyse VAEs, we developed the Ontology of Vac-
cine Adverse Events (OVAE) as an extension of the Ontology of Ad-
verse Events (OAE) and the Vaccine Ontology (VO). OVAE has been 
used to represent and classify the adverse events recorded in package 
insert documents of commercial vaccines licensed by the USA Food and 
Drug Administration (FDA). OVAE currently includes over 1100 terms, 
including 87 distinct types of VAEs associated with 63 human vaccines 
licensed in the USA. Specific VAE occurrence rates associated with 
different age groups have been recorded in OVAE. SPARQL scripts 
were developed to query and analyse the OVAE knowledge base data. 
The top 10 vaccines accompanying with the highest numbers of VAEs 
and the top 10 VAEs most frequently observed among vaccines were 
identified and analysed. Different VAE occurrences in different age 
groups were also analysed. The ontological representation and analysis 
of the VAE data associated with licensed human vaccines improves the 
classification and understanding of vaccine-specific VAEs which sup-
ports rational VAE prevention and treatment and benefits public health.  

1 INTRODUCTION  
Many licensed vaccines exist to protect against a va-

riety of diseases and infections. They are extremely useful 
in decreasing infection prevalence in human populations. 
Due to the public health benefits of vaccines, their cover-
age has been increasing in recent years. Each vaccine of-
ten induces different types of adverse events. As vaccine 
usage increases, the risk of adverse events proportionally 
increases (Cunha, Dorea, Marques, & Leao, 2013). Many 
known vaccine adverse events (VAEs) have been record-
ed in the package inserts of commercial vaccine products. 
There is also a need to predict probabilities of different 
adverse events arising in different individuals, which can 
potentially lead to a decline in the risk of developing an 
adverse event.  

Two existing ontologies are closely related to the 
VAE studies. The Ontology of Adverse Events (OAE) is a 
community-based biomedical ontology in the area of ad-
verse events (He, Xiang, Sarntivijai, Toldo, & Ceusters, 
2011; Sarntivijai et al., 2012). OAE defines   an   ‘adverse  
event’  as  a  pathological  bodily  process  that  occurs  after  a  
medical intervention (e.g., vaccination, drug administra-
tion).  The  OAE  ‘adverse  event’  is  a  subclass  of  the  ontol-
  
* To whom correspondence should be addressed:                                  
yongqunh@med.umich.edu 

ogy  term  ‘pathological  bodily  process’  defined  in  the  On-
tology of General Medicine Science (OGMS) 
(http://code.google.com/p/ogms/). To be consistent with 
most practice uses of the term, OAE does not assume a 
causal relation between an ‘adverse  event’ and a medical 
intervention. OAE has defined over 2,000 types of ad-
verse events that are commonly found in different medical 
interventions. The community-based Vaccine Ontology 
(VO) represents various vaccines, vaccine components, 
and vaccinations (He et al., 2009; Lin & He, 2012). Both 
OAE and VO are OBO Foundry candidate ontologies and 
are developed by following the OBO Foundry principles 
(Smith et al., 2007).   

OAE has been shown to significantly increase the 
power of analysis of case report data from the Vaccine 
Adverse Event Reporting System (VAERS) (Sarntivijai, 
et al., 2012). However, there has been no published paper 
to analyze commonly known VAEs recorded in the pack-
age insert documents of FDA licensed vaccines. Com-
pared to the often noisy data creating difficulty in identi-
fying the causality, the adverse events recorded in the 
official package inserts are known adverse events to spe-
cific vaccines.  

To better represent various VAEs and support vac-
cine safety study, we developed the Ontology of Vaccine 
Adverse Events (OVAE) as an extension of the biomedi-
cal ontologies OAE and VO. In this paper, we introduce 
the basic framework of the OVAE and how OVAE is 
used to represent and analyze all adverse events reported 
in the product package inserts of commercial vaccines 
currently used in the USA market.  

2 METHODS   
2.1 OVAE ontology generation 
Following VO and OAE, OVAE is also edited with the 
Web Ontology Language (OWL2) format 
(http://www.w3.org/TR/owl-guide/). FDA-licensed hu-
man vaccines represented in VO were imported to OVAE 
using the tool OntoFox (Xiang, Courtot, Brinkman, 
Ruttenberg, & He, 2010). Those adverse event terms re-
ported in the package inserts of FDA licensed human vac-
cines were also imported to the OVAE using OntoFox. 
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New OVAE-specific terms were generated with IDs con-
taining the prefix   of   “OGSF_”   followed   by   seven   auto-
incremental digital numbers and edited using the Protégé 
4.2 OWL ontology editor (http://protege.stanford.edu/).   

2.2 Data source of known VAEs  
The official FDA website that provides supporting docu-
ments of licensed vaccines was the primary data source 
(FDA, 2013). A PDF version of a package insert docu-
ment is available for almost every vaccine in the data 
source.  The  PDF  document  includes  a  section  called  “Ad-
verse  Reactions”  that  contains  text  descriptions  of  known  
vaccine adverse events associated with the vaccinated 
population.  

2.3 Data collection and formatting to ontology 
Based on the OVAE framework and the adverse 

event description in the package inserts, a design pattern 
was first generated to lay out the relations between differ-
ent ontology classes, properties, terms and data types. The 
design pattern was used to form an MS Excel template for 
collection of individual adverse events for different vac-
cines. All the data in each package insert were manually 
examined and input to the Excel worksheet. Following the 
manual data collection and annotation, the program 
Ontorat (http://ontorat.hegroup.org) was used to transform 
the Excel file data to the OVAE ontology format (Xiang, 
Lin, & He, 2012).     

2.4 VAE data analysis  
To identify specific OAE or VO hierarchical structure 
among a list of terms, OntoFox was first used to extract 
the input OAE or VO terms and all associated terms re-
quired for proper hierarchical assertion and inference. The 
output OWL files were then visualized using a Protégé 
OWL editor. The SPARQL Protocol and RDF Query 
Language (SPARQL) is a W3C recommended language 
to query OWL RDF tripe store ("SPARQL query 
language for RDF,"). After OVAE was also deposited in 
the Hegroup RDF triple store, SPARQL was used for 
querying the OVAE knowledgebase from the RDF triple 
store to address a list of scientific questions.   

2.5 OVAE ontology websites and license  
The OVAE source code is available in a Google Code 
website: http://code.google.com/p/ovae. The OVAE pro-
ject website is: http://www.violinet.org/ovae. OVAE has 
been deposited to the BioPortal project of the National 
Center of Biomedical Ontology (NCBO) 
(http://bioportal.bioontology.org/ontologies/3227). OVAE 
is also deposited in the Ontobee linked data server 
(http://www.ontobee.org/browser/index.php?o=OVAE) 
(Xiang, Mungall, Ruttenberg, & He, 2011). The OVAE 
source is freely available under the Apache License 2.0.  

3 RESULTS   
3.1 OVAE system design and statistics  

The goal of current OVAE development is to gen-
erate an ontology-based VAE knowledgebase that repre-
sents known adverse events (AEs) associated with li-
censed vaccines. Such a knowledgebase incorporates the 
OAE terms of AEs together with the vaccine information 
defined in the VO. As the primary developer of the OAE 
and VO, we argue that OAE is not appropriate or respon-
sible for representing various AEs specific for any partic-
ular medical intervention including vaccination due to the 
following reasons. First, OAE emphasizes the representa-
tion of various AEs general for most medical interven-
tions and related topics (e.g., methods for analysis of the 
causal relation between AEs and medical interventions, 
and factors affecting the causality analysis). Currently 
OAE is already large and contains over 3,000 terms. It is 
expected that many more AE terms will be added to OAE. 
Therefore, it is ideal to make OAE focused and as concise 
as possible. Secondly, AE researchers related to specific 
medical intervention domains may have more domain-
specific demands and requests. For example, VAE re-
searchers would like to link AEs to different vaccines. 
The vaccine (or drug) researchers may not be interested in 
drug (or vaccine) specific AEs. As a relatively independ-
ent domain, VAEs have been focuses of many vaccine 
researchers and groups. Independent from drug AEs, clin-
ical VAEs are reported to vaccine-specific VAERS sys-
tem in the USA (Varricchio et al., 2004). Meanwhile, the 
Vaccine Ontology (VO) is not suitable for representing 
complex VAE data. VO has been focused on classifica-
tion of various vaccines, including licensed vaccines, vac-
cines in clinical trials, and vaccines only verified in labor-
atory animal models. VO also represents various types of 
vaccine components (e.g., vaccine antigens, adjuvants, 
and vectors), vaccine attributes (e.g., vaccine organism 
viability and virulence), vaccination methods, and other 
concise and closely related vaccine information. The in-
clusion of complex VAE information to VO would make 
VO imbalanced and lack of focus. Due to these reasons, 
we generated the VAE-specific OVAE.  Since both OAE 
and VO use the Basic Formal Ontology (BFO) 
(http://www.ifomis.org/bfo) as the top level class, the 
alignments between OVAE, OAE, and VO are easy and 
straightforward. 

As an extension of OAE and VO, OVAE targets 
for not only importing related terms from these two on-
tologies but also including many OVAE-specific terms. 
The primary data source for generating vaccine-specific 
AE ontology terms in current OVAE is the official vac-
cine package inserts available in the USA FDA website 
(FDA, 2013). Each official vaccine package insert docu-
ment provided by the USA FDA includes a section called 
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“Adverse  Reactions”.  The  results  provided   in   the   section  
were obtained from carefully designed clinical trials with 
randomized controls and worldwide post-marketing expe-
rience. Therefore, the VAE information provides basic 
known VAEs that are likely to occur after an administra-
tion of a specific vaccine in a human vaccinee. Based on 
the officially documented information, OVAE includes 
many OVAE-specific   terms,   for   example,   ‘Afluria-
associated  pain  AE’  to define a pain AE specific for Aflu-
ria-vaccinated patients. As shown in detail later in the 
paper, the generation of these new terms allows the inclu-
sion of more detailed information about these VAEs, for 
example, the VAE occurrences in human vaccinee popu-
lations in different age groups. 

Table 1 lists the OVAE statistics as of May 1, 
2013. OVAE used the most recent BFO 2.0 Graz version 
(http://purl.obolibrary.org/obo/bfo.owl) as the top level 
ontology. Since BFO 2.0 is not yet finalized, some rela-
tion terms (e.g.,  ‘part  of’ or BFO_0000050) are still used 
in OVAE but do not necessarily comply with the most 
recent BFO 2.0. During the process of importing many 
AE or vaccine-related terms from OAE and VO to 
OVAE, many terms from other existing ontologies, in-
cluding OGMS, Ontology for Biomedical Investigation 
(OBI) (Brinkman et al., 2010), Phenotypic Quality Ontol-
ogy (PATO) ("PATO - Phenotypic Quality Ontology,"), 
and Information Artifact Ontology (IAO) 
(http://code.google.com/p/information-artifact-ontology/), 
have also been imported to OVAE (Table 1). To maintain 
the ontology asserted and inferred hierarchies and support 
intact reasoning capability, the OntoFox software was 
used for external term importing (Xiang, et al., 2010). In 
summary, OVAE includes 1,199 terms that contains 652 
OVAE   specific   terms   (with   “OVAE_”   prefix).   In   addi-
tion, OVAE including all 113 terms from the BFO version 
2.0, 315 VO terms, 105 OAE terms, 3 OBI terms, 3 IAO 
terms, and 2 OGMS terms (Table 1). By referencing the 
vaccine package insert data, OVAE represents 87 distinct 
AEs associated with 63 licensed human vaccines.  

Table 1.  Summary of ontology terms in OVAE. 
Ontology Names  Classes  Object  

properties 
Data  

properties 
Total 

OVAE   650 1 1 652 
BFO   35 78 0 113 
OBI  2 1 0 3 
PATO   7 0 0 7 
IAO   3 0 0 3 
OAE   105 0 0 105 
OGMS   2 0 0 2 
VO   307 5 3 315 

Total  1110 85 4 1199 

3.2 OVAE design pattern of representing VAE  

The general design pattern of representing a VAE in 
OVAE is shown in Fig. 1. Specifically, a licensed vac-
cine, manufactured by a company and having specific 
quality (e.g., using inactivated vaccine organism), is tar-
geted to immunize a human vaccinee against infection of 
a microbial pathogen. A particular vaccination route (e.g., 
intramuscular route) is specified. A specific VAE (e.g., 
Afluria-associated injection-site pain adverse event) oc-
curs in a human vaccinee and after (preceded_by) a vac-
cination. The human vaccinee, having a specific age (de-
fined via a datatype) at the time of vaccination, is part of 
the population of human vaccinees using this vaccine. 
The VAE occurrence is defined as a frequency of an ad-
verse event associated with the administration of a vac-
cine in a vaccinee population. The new object property 
term  ‘has  VAE  occurrence’  is  defined  in  OVAE  to  speci-
fy a VAE occurrence (xsd:decimal datatype) in a human 
vaccinee population that has been individually vaccinated 
with a specific vaccine during a specific time period. To 
simplify the representation of axioms linking vaccine ad-
verse event and human vaccinee population, OVAE gen-
erates  a  shortcut  relation  ‘occurs  in  population’  (Fig.  1).  

The vaccine attributes and vaccination details are im-
ported from VO. Their inclusion in the design pattern is 
due to their possible contribution to the VAE determina-
tion. For example, a live attenuated vaccine and a killed 
inactivated vaccine may in general induce different types 
or levels of VAEs, which can be analyzed by statistical 
analysis (Sarntivijai, et al., 2012).  

 
Fig. 1. OVAE design pattern of a human vaccine adverse event. 
 
One novelty in the design pattern is the generation 

and application of the population term   ‘human   vaccinee 
population’  to  define  a VAE occurrence. In previous ver-
sions  of  OAE  and  VO,  only   ‘vaccinee’  and   ‘human  vac-
cinee’   (i.e., a human being administered with a vaccine) 
exist. However, it is incorrect to say that a specific human 
vaccinee has a VAE occurrence of some percentage (e.g., 
10%). An occurrence is defined only for a population. 
The generation of   the   term   ‘human  vaccinee  population’  
solves the ontology modeling issue. Any particular human 
vaccinee is part of a human vaccinee population.          
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There are two different approaches for representing 
the relation between a human vaccinee (or human vac-
cinee population) and an age (or age range). One ap-
proach  is  to  link  a  vaccinee  to  a  quality  named  ‘age’,  and  
then   link   the   ‘age’   to   a   datatype   using   the   OBI   relation 
term   ‘quality  measured   as’.  Another   approach   for   repre-
senting the relation is to generate a shortcut relation  ‘has  
age’ (or  specifically  ‘has  age   in  year’). To make the rep-
resentation simpler and reasoning efficient, we have taken 
the second choice. An example is provided below (Fig. 2). 

3.3 OVAE design pattern of representing VAE  
The FDA website includes supporting materials for 

most human vaccines licensed in the USA (FDA, 2013). 
To efficiently represent VAEs reported in the package 
inserts, an MS Excel template was developed with the 
following categories: vaccine name, vaccine VO ID, VAE 
location, VAE name in package insert, VAE name in 
OAE, OAE ID, age category, age years, VAE occurrence, 
and reference. Data for each category was manually col-
lected from individual vaccine package inserts and then 
input into the Excel template. The VAE location is listed 
as either injection-site or systemic. The injection-site lo-

cation is incorporated as part of the OAE term, while the 
systemic AEs are set up as default. Age categories includ-
ed child (typically under 18 years old), adult (above 18 
years old), senior (above 65 years old), or child-adult (all 
ages). Specific ages are concerted to years and presented 
to comply with the OWL format. Each VAE is referenced 
by the package insert citation. The data were then import-
ed to OVAE using the Ontorat tool (Xiang, et al., 2012).     

An example of OVAE representation of VAE is 
shown in Fig. 2. Briefly, Afluria has been associated with 
nine different types of AEs, including injection-site pain 
AE that has been defined in OAE (Fig. 2A and 2B). For 
each AE, it is likely that different VAE occurrences are 
reported based on the age groups. OVAE uses two 
datatype property  terms  (‘has  age  in  year’  and  ‘has  VAE  
occurrence’)   to   link   vaccinee population groups and 
VAEs associated with particular VAE occurrences (Fig. 
2B). The  “OR”  clause  is  used  to  include  vaccinee  popula-
tions with different age ranges. The information matches 
to the FDA package insert information (Fig. 2C) which is 
cited as a definition source (annotation property).  

     

Fig. 2. OVAE representing Afluria VAEs reported in FDA vaccine package insert. (A) The hierarchical structure of Afluria VAEs repre-
sented in OVAE. (B) OVAE axiom representation  of  two  types  of  ‘Afluria-associated injection-site  pain  AE’  based  on  two  age  groups.  (C) 
Afluria adverse reactions recorded in the FDA package insert document. Other VAEs shown in the FDA package inserts are also represent-
ed in OVAE. The subfigures (A) and (B) were screenshots of OVAE using the Protégé OWL editor.   
 
 

3.4 OVAE VAE data analysis   
After all VAEs found in FDA licensed vaccines are repre-

sented in OVAE, OVAE was queried using SPARQL. Dif-
ferent questions were addressed via the analysis of the 
OVAE knowledge base as exampled below.  

First, those vaccines that are associated with the largest 
number of VAEs were analyzed (Table 2). It is interesting 
that many of these vaccines protect against meningitis, 
which is caused by different pathogens including Haemoph-
ilus influenza type b (Comvax and PedvaxHIB) and Neis-
seria meningitides (Menactra). The list also includes two 
influenza vaccines and two Diphtheria-Tetanus vaccines 

(A)

(C)

(B)
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(Table 2). It is noted that the information does not dictate 
the severity of AEs associated with each vaccine, but in-
stead indicates those vaccines that are licensed for human 
use in the USA and display the most variation in their re-
ported AEs.   

 
   

Table 2. Top 10 vaccines with the largest variety of VAE reported. 
Vaccine Name  VO_ID  Total # VAE 

Recombivax HB (Hepatitis B)          VO_0010737 23 
Menactra (Meningitis)  VO_0000071 21 
Comvax (Meningitis, Hepatitis A)  VO_0000028 19 
Prevnar (Streptococcus pneumonia)  VO_0000090 19 
Tetanus and Diphtheria Toxoids 
   Absorbed by MA Biological 
   (Tetanus, Diphtheria) 

 VO_0000111 18 

Fluarix (Influenza)  VO_0000045 15 
Fluarix Quadrivalent (Influenza)  VO_0000983 15 
PedvaxHIB (Meningitis) 
RabAvert (Rabies) 

 VO_0000083 
VO_0000094 

15 
14 

Boostrix (Tetanus, Diphtheria, 
Pertussis) 

 VO_0000015 14 

Note: The disease or infection being protected against is specified next 
to each vaccine name. The vaccines are sorted based on the VAEs recorded 
in their package insert documents. 

  
Secondly, we evaluated the top VAEs that have been report-
ed most frequently among all vaccines licensed in the USA 
and represented by OVAE (Table 3). Most of the top 10 
frequently observed VAEs are expected, such as injection-
site pain and redness, fever, and local swelling. The head-
ache and myalgia (i.e., muscle pain) AEs demonstrate two 
types of pain. Similar to different pains, malaise (i.e., uneas-
iness and discomfort) and fatigue are sensory AEs. It is not-
ed that the information does not dictate which VAEs are the 
most severe, but indicates which VAEs are commonly ob-
served in currently licensed vaccines in the USA.  
 
Table 3. Top 10 most frequently reported VAEs  

AE Name  OAE_ID  Total # 
vaccines 

%  

Injection-site pain AE       OAE_0000369 43 68.3 
Headache AE  OAE_0000377 39 61.9 
Fever AE  OAE_0000361 34 54.0 
Local swelling AE  OAE_0001139 30 47.6 
Injection-site redness AE  OAE_0001546 25 40.7 
Irritability AE  OAE_0001105 23 36.5 
Malaise AE  OAE_0000390 21 33.3 
Injection-site erythema AE  OAE_0000644 20 31.7 
Myalgia AE  OAE_0000375 19 30.2 
Fatigue AE  OAE_0000034 18 28.6 

 
To better understand the top VAEs associated with li-

censed human vaccines, the hierarchical structure of the top 

10 VAEs (Table 3) was extracted using the tool OntoFox 
and visualized using Protégé ontology editor (Fig. 3). The 
hierarchical visualization indicates that most of the top 
ranked VAEs belong to the behavior and neurological AE 
branch.   

   
(A)                                                      (B) 

Fig. 3. Classification of top 10 AEs associated with licensed human vac-
cines in the US. These OAE terms have been imported to OVAE using 
OntoFox and visualized using Protégé OWL editor. (A) Asserted hierarchy 
in OAE; (B) Inferred hierarchy after reasoning.   

 
Lastly, we compared the VAEs and VAE occurrences 

under different age groups. As shown in Fig. 2, the OVAE 
clearly represents the associations between VAEs, the VAE 
occurrence rates, and different ages (in years) of human 
vaccinee population. Our analysis can further identify which 
age category has a higher probability of experiencing any 
specific adverse events. For example, we found that Salmo-
nella typhi vaccine Typhim Vi is associated with injection-
site tenderness adverse events with the highest rate of 97.5% 
at the age group of 18-40 years old. Based on the classifica-
tion  of  “child”,  “adult”,  and  “child-adult”  described in Sec-
tion 3.3, there are 240, 160, and 177 specific VAEs in the 
age categories “child”,   “adult”,   and   “child-adult”,   respec-
tively. It is also found that in general the VAE occurrences 
shown in the children are typically higher than those in 
adults. This suggests that individuals under 18 years may be 
more likely to experience an adverse reaction after vaccina-
tion.    

4 DISCUSSION   
The development of OVAE is aimed to align and reuse ex-
isting ontologies OAE and VO, and systematically represent 
and analyze vaccine-specific adverse events (VAEs). As 
demonstrated in this report, such a strategy has many ad-
vantages. First, as shown in Fig. 2, the ontological classifi-
cation is easy for humans to interpret and analyze. A human 
can browse the hierarchical tree to quickly understand 
which VAEs are typically associated with a licensed vac-
cine. Secondly, the ontology OWL representation is also 
interpretable by computers and software programs. New 
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programs can be developed to parse and analyze the infor-
mation. Thirdly, the approach of aligning OVAE with exist-
ing ontologies allows efficient integration of data presented 
in other ontologies (e.g., VO). Such a seamless integration 
makes it possible to analyze VAEs with other tools such as 
VO-based literature mining (Ozgur, Xiang, Radev, & He, 
2011). In addition to the VAEs associated with USA li-
censed vaccines, the OVAE can be used to represent VAEs 
associated with vaccines licensed in other countries.         

It is also possible to apply the OVAE framework to ana-
lyze clinical VAE data such as those case reports stored in 
VAERS (Varricchio, et al., 2004). For example, by compar-
ing the reported vaccine-specific VAE cases in VAERS 
with the VAE occurrences reported in the package inserts 
and OVAE, it is easy to differentiate known VAEs and pos-
sibly new VAEs associated with the vaccine. Many differ-
ences exist in terms of the data shown in the package inserts 
and in VAERS database. While the data in the package in-
serts were typically obtained from well controlled clinical 
trials, clinical VAE case reports stored in VAERS came 
from random reports from physicians, patients,   patients’  
parents, or other sources. The VAERS database does not 
indicates the total number of vaccinated human vaccinees in 
any given period, making it impossible to calculate exact 
VAE occurrences as reported in the package inserts and 
OVAE. However, ontological approach, together with statis-
tical analysis, is still useful in VAERS data analysis as pre-
viously demonstrated (Sarntivijai, et al., 2012). One future 
research direction will be to identify novel ways to analyze 
VAE clinical data using OVAE.   

While many AEs are common, different vaccines are as-
sociated with different AEs with various molecular mecha-
nisms. The ontology representation of vaccine-specific AEs 
is a first step towards refined deep understanding of vaccine 
adverse events. It is also noted that the method of establish-
ing vaccine-specific OAE extension may likely be applied 
for developing OAE extensions in other specified domains 
such as drug-associated adverse events.  
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