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Abstract. In model-driven software engineering, model transformations
are used for the specification of model changes. Similar to programs also
model transformations can exhibit bad smells which indicate possible
weaknesses. In this paper, we address bad smells which can negatively
affect the performance of the application of model transformations, partic-
ularly, model transformations defined in Henshin. Based on a description
of the Henshin interpreter and its performance enhancing strategies, we
describe a set of bad smells and corresponding detectors. We evaluate
the detectors by applying them to the example rule set of Henshin.
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1 Introduction

Model transformations are a key part of model-driven software engineering ap-
proaches as they define the changes on individual models or between models.
There exist many different languages for the specification of model transforma-
tions, e.g., PMT [12], ATL [7], JTL [3], QVT, and the graph transformation based
languages PROGRES [19], AGG [10], Fujaba [4], VIATRA2 [16] and Henshin [1].

Graph transformation based approaches, like the ones above, essentially define
model transformations using rules consisting of a pre-condition graph, called
the left-hand side (LHS), and a post-condition graph, called the right-hand side
(RHS) of the rule. Informally, the execution of a model transformation requires
that a matching of objects in the model (host graph) to the nodes and edges in
the LHS is found and these matched objects are changed in such a way that the
nodes and edges of the RHS match these objects.

The performance of graph transformation based model transformations are
mainly determined by the efficiency of the match finding of the LHS. Consequently,
model transformation languages offer different options to add constraints to the
LHS of model transformations to improve the performance of the matching. To be
efficient, graph transformation tools usually employ heuristics such as search plans
to provide good performance (e.g. [14]). Henshin is a graph transformation based
model transformation tool, which is tightly integrated into the Eclipse Modeling



Framework (EMF). Henshin does not enforce restrictions for the specification of
the LHS in order to be as widely applicable as possible. Thus, software developers
might not constrain their rules enough which might negatively affect the rule’s
execution performance for larger models.

The contribution of this paper is an informal description of bad smells
in Henshin transformation rules which might negatively affect the execution
performance. These bad smells are indicators for potential performance issues
to be expected at runtime. Detectors of these bad smells are then formalized
as Henshin rules (and in some cases utility code) on the Henshin meta model
itself. Finally, we report on the amount of bad smells found in the examples
provided with Henshin itself. We focus in this paper on static analysis on the
transformation rules.

We introduce Henshin and its matching approach in the next section. Section 3
contains the description and formalization of the bad smells. The results of the
execution of the bad smells detectors on the Henshin examples are shown in
Section 4. After a short discussion of related work in Section 5, we conclude and
present an outlook on future work in dynamic performance analysis of Henshin
transformations.

2 Henshin

Henshin is a high-level graph rewriting and model transformation language and
tool targeting models defined in the Eclipse Modeling Framework (EMF) [9].
Having its roots in academia, Henshin is also used in productive industrial settings.
For instance, the tool is used by the internationally operating satellite provider
SES to translate control program code for satellites (see [6] for details). The
graphs in this application consist of hundreds of thousands of nodes. Therefore,
a high performance of the graph pattern matching and transformation engine is
crucial for practical use.

2.1 Graph transformation rules in Henshin

The Henshin transformation language is defined by means of a meta model.
Figure 1 shows a part of this meta model which is relevant for this paper. Graph
transformation rules are modeled using instances of the Rule class. The Henshin
meta model is closely aligned to the underlying formal model of double pushout
(DPO) graph transformations. Thus, rules consist of a left-hand side and a
right-hand side graph as instances of the Graph class. Rules further contain node
mappings between the LHS and the RHS which are omitted here for better
readability. Graphs consist of a set of Nodes and a set of Edges. Nodes can
additionally contain a set of Attributes. These three kinds of model elements
are typed by their corresponding concepts in the Ecore meta model of EMF
(depicted in blue). Rule inherits from Unit and therefore can contain a number
of Parameters. A typical use of parameters is to pass an attribute value (e.g. a
name) of a node to be matched to the rule. To constrain the applicability of a
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Fig. 1. Part of the Henshin meta model depicting details of rules.

rule, the meta model contains concepts for modeling nested graph conditions [5]
as well as attribute conditions.

2.2 Graph pattern matching in Henshin

Henshin does neither impose any restrictions on the structure of the LHS, nor
does it require to pass parameters that could be used as a starting point for the
graph pattern search (as, e.g., required in Fujaba). This high expressive power
comes with the price that in the worst case the graph pattern matching problem
in Henshin is equivalent to the subgraph isomorphism problem.

The graph pattern matching engine of Henshin solves this task by translating
it into an equivalent constraint-solving problem (CSP) and by employing several
heuristics to achieve efficiency in almost all practical scenarios. Every node in
the LHS is considered as a wvariable in the CSP. For each of these variables,
a corresponding domain slot is created which is essentially the solution space
for this variable, i.e., all nodes in the host graph which are possible matches
for this node. The graph pattern matching is realized by a recursive algorithm
which i) removes impossible solutions for a variable by imposing constraints
on their domain slot, and ii) locking variables to specific solutions and thereby
constructing matches.

The efficiency of the pattern matching primarily depends on a) how much
the constraints reduce the solution space of variables and b) the order in which
the recursive algorithm locks variables. The order of variables can in Henshin be
either manually optimized or fully automatically using a heuristic which sorts the
variables on-the-fly based on the current host graph (enabled by default). The
used constraints in the CSP can be categorized into different groups. The most
basic kind of constraints are type constraints. They reduce the solution space to
objects which are instances of a given class (or a subclass of it). If there exists an



edge © — y and the source variable z is locked already to a specific node X, the
solution space of y is restricted to all e-images of X. This kind of constraints is
referred to as reference constraints in Henshin. Similarly, so-called containment
constraints reduce domain slots to containment children or container nodes (cf.
containment references in EMF [9]). There exist more kinds of constraints, but
we omit them here due to lack of space.

3 Bad smells and their detection

In the following, we present a set of bad smells which can negatively affect
the performance of the matching of the LHS. Detecting an instance of such
a bad small does not imply that it is a performance problem. It is merely an
indicator that there might be a problem which can cause an unnecessary bad
transformation execution performance. Furthermore, the presented detectors have
false positives and false negatives due to the decision to specify the detection
mainly using Henshin rules on Henshin rules. Due to space restrictions, we cannot
show all detectors in the paper in detail. Instead, we refer the interested reader
to the detection Henshin rule set and the supporting source code available at
www.cse.chalmers.se/ tichy/henshin_bad_smells.zip

3.1 LHS not connected

Description: If a LHS is not a connected graph, it is not possible to use the
edges between nodes to constrain possible matches of nodes. This means (in
general) that two independent subgraphs must be matched.

Detector: The detector computes all (weakly) connected components of a LHS
by a loop, which starts by marking an unmarked node of the LHS with a distinct
marker and then iteratively marks with the same marker all nodes which are
reachable by an edge from a marked node. This loop is executed until all nodes
are marked. If the rule contains more than one marker object, the LHS is not
connected.

Notes: The detector currently computes only (weakly) connected components.
By supporting strongly connected components, the detection would also correctly
identify a LHS where one of the two subgraphs of the LHS are only connected
by an edge directed from one subgraph to the other. In this case, reference
constraints can only be exploited in one direction of the rule.

3.2 No bound node in the LHS

Description: If a node of the LHS is already known due to a rule parameter,
matching of the other nodes of the LHS can start at a known point in the host
graph. Hence, instead of searching the whole host graph for a matching only
a local search must be performed. Consequently, the interpreter optimizes the
matching order of the nodes by moving known objects to the front of the matching
order.



Detector: The detector checks whether a rule parameter exists with the same
name as a node in the LHS. If the rule of a graph can be divided into several
connected components, the detector also checks for each connected components
since a matched node in one connected component does not affect (in general)
the matching of the other connected components. Figure 2(a) shows the main
detector rule. Additionally, the detector ignores multi-rules since they typically
contain mappings to the kernel rule.

Notes: Note, the user of the transformation decides whether this parameter is
used as input for the matching of the LHS or only as an output. In the latter
case, the undetected bad smell would be a false negative.
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Fig. 2. Selected detectors

3.3 No bound node or node with attribute constraint in the LHS

Description: While the previous “no bound node” bad smell checks only whether
a node in the LHS is known by a parameter, constraints on an attribute of the



node is another option to restrict the number of possible objects to match. The
interpreter also places nodes with an attribute constraint as much as possible to
the front of the matching order but behind known nodes.

Detector: The detector is an extension of the detector of the previous sections.
It detects an LHS (or similarly to above a connected component of the LHS)
which neither contains a known node nor a node with an attribute constraint. The
reason to extend the previous detector and only report an LHS which additionally
does not contain a known node is that a known node already improves the
matching process by itself. Again, multi-rules are ignored since they contain
mappings to the kernel rule.

Notes: A future option to increase the execution performance of Henshin transfor-
mation rules would be to support Map-based references as in Fujaba. This would
improve the matching of nodes with attribute constraints when the attribute
constraint is used as an unique identifier.

3.4 No incoming edges

Description: If a node has no incoming edge, all objects in the system of the
same type are possible matches for this node since matches of other nodes cannot
be used to restrict the number of potential objects for this node by reference
constraints.

Detection: The major part of the detector for this bad smell is shown in
Figure 2(d). Additionally, the detector checks that the node without incoming
references does not already have a matching due to a parameter of the rule.

3.5 Preferring to-many over to-one references

Description: As described above, Henshin supports the optimization of the
node matching order to improve the performance of the matching. If this option
is not used the order of the matching is defined by the order of the nodes in the
graph of the LHS.

In this case, we detect a bad smell if a node is matched which is reachable

by a to-many reference before a node is matched which is reachable by a to-one
reference. The to-one referenced node is faster to match as only one possible
object can be matched whereas the to-many referenced node might have multiple
possible matching objects.
Detector: Figure 2(c) shows the detector of this bad smell. In addition, it checks
whether node2 is matched before node3. For this, we exploit that the reference
between Graph and Node is ordered and thus we can check the indices of the
nodes in this reference using the newly implemented support for edge indices in
Henshin.

3.6 Too many nodes of the same type

Description: Henshin employs type constraints to restrict the possible matching
of nodes to those objects of the correct type. If a lot of nodes in the LHS are



typed over the same type, then the type constraints might lose their benefits. In
the extreme case, if only one type is used, then type constraints do not restrict
the matchings at all.

Detector: The detector checks whether the number of nodes with the same type
exceeds a certain threshold. For our evaluation, we used a threshold of 3 nodes
with the same type. Figure 2(b) shows the detector rule.

3.7 Using generic types

Description: If the typing used for the node in the LHS of a Henshin rule is too
generic, the type constraints in the Henshin interpreter do not gain that much
performance. An example would be the use of EObject, which is the supertype of
all EMF generated classes, as type of a node.

Another case is the generic use of the Trace class provided by Henshin to
specify tracing between objects in exogeneous model transformations. In order
to improve the matching of the trace objects, it is beneficial to create and
use different subclasses of Trace for each tracing information, such that type
constraints on traces can be exploited in the interpreter.

Detector: The detector detects rules which include one node which is typed
using EObject, Trace or an abstract class.

4 Evaluation

As an early evaluation, we executed the detectors on all examples delivered as
part of Henshin, our own example file, and on the detector rules themselves.
Figure 3 shows an overview of the results. The two first columns contain as
reference the number of rules and connected components in each example file.
Note that some rules do not include an LHS, i.e., they are always applicable. The
number of connected components can be less than the number of rules in these
cases.

Mostly, the bad smells “no bound node” and “node without incoming edges’
have been detected in the evaluation examples. However, often these rules contain
at least a node with an attribute constraint. Another aspect shown in the
evaluation is that some of the examples are graph transformation benchmarks or
generic examples like mutualexclusion.henshin and sierpinski.henshin where a number
of performance bad smells are not surprising. The bad smell “preferring to many
reference before to one reference” seems to be a known issue. Finally, when
running the detectors on themselves, we are also guilty of some performance bad
smells.

)

5 Related Work

There exists some previous work in the area of model transformations and
performance. Varré et al. [15] present a performance benchmark for different graph
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Fig. 3. Detected bad smells in Henshin example rule sets

transformation based model transformation tools. Another paper which discusses
model transformations and performance is [2] which compares different styles of
model transformations with respect to their performance in different benchmarks.
Meészaros et al. present how to optimize the performance of model transformations
manually by exploiting knowledge of the designer of the transformation system
and automatically by an application specific generated matching algorithm [8].
However, none of these papers considers the peformance impacts of bad smells.

Another line of research is the definition of metrics for model transforma-
tions [17,13]. These papers’ approaches mainly adapt metrics from programming
languages to model transformations. While [13] is mainly concerned with maintain-
ability metrics, a few of the metrics presented in [17] are related to performance.
Similarly, the catalog of model transformation refactorings presented in [18]
also includes a few refactorings which improve the performance of the model
transformations in the experimental evaluation.

Specifically for Henshin graph transformations, Taenzter et al. also define
bad smells and refactorings [11]. However, they do not address performance.
In summary, there exists no work which presents bad smells or anti patterns
specifically for the performance of model transformations.



6 Conclusion and Future Work

We presented performance bad smells in Henshin model transformation rules
and corresponding detectors which were also specified as Henshin model transfor-
mations. The current version of the detection suffers from the design decision
to specify the detectors also mostly with Henshin rules. Consequently, only an
analysis on a syntactical level is possible which leads to false positives and false
negatives.

Future evaluations of the bad smells will compare the performance of the
presented detector rules with refactored rules which have less performance bad
smells. Early investigations show that refactoring of rules to remove the bad
smells is not a simple change but might require more extensive changes in several
rules and how the rules interact. It remains to be seen whether these refactorings
have a positive effect on performance but a negative effect on other qualities like
readability.

We will investigate an extension of the Henshin interpreter engine in order to
assess the impact of the identified bad smells at runtime. For example, we can
measure and plot the number of possible matches for a node during the matching
of the LHS in order to identify whether the bad smell “no bound node in LHS”
for the analysed rule is really problematic or not.

Furthermore, the presented bad smells might be applicable and extended for
other model transformation languages as well.
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