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Abstract. Big data nowadays is a fashionable topic, independently of
what people mean when they use this term. The challenges include how to
capture, transfer, store, clean, analyze, filter, search, share, and visualize
such data. But being big is just a matter of volume, although there is no
clear agreement in the size threshold where big starts. Indeed, it is easy
to capture large amounts of data using a brute force approach. So the
real goal should not be big data but to ask ourselves, for a given problem,
what is the right data and how much of it is needed.1 For some problems
this would imply big data, but for the majority of the problems much
less data is necessary. In this position paper we explore the trade-offs
involved and the main problems that come with big data: scalability,
redundancy, bias, noise, spam, and privacy.
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1 Introduction

According to Wikipedia, “big data is a collection of data sets so large and complex
that it becomes difficult to process using on-hand database management tools or
traditional data processing applications”. However, what really means on-hand
database management tools or traditional data processing applications? Are we
talking about terabytes or petabytes? In fact, a definition of volume threshold
based on current storing and processing capacities might be more reasonable.
This definition then may depend on the device. For example, big in the mobile
world will be smaller than big in the desktop world.

Big data can be used in many applications. In the context of the Web, it can
be used to do Web search, to extract information, and many other data mining
problems. Clearly for Web search, big data is needed as we need to search over
the whole content of the Web. Hence, in the sequel, we will focus on data mining
problems, using the Web as main example. This is now called wisdom of crowds
when the data comes from people [18]. The crucial difference between Web search
and Web data mining, is that in the first case we know what we are looking for,
while in the second we try to find something unusual that will be the answer to
a (yet) unknown question.

1 We use data as singular, although using it as a plural is more formal.
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Recently we see a lot of data mining for the sake of it. This has been triggered
by the availability of big data. Sometimes is valid to ask ourselves what is really
interesting in a new data set. However, when people hammer a data set over
and over again just because it is available, newer results become usually less
meaningful. In some cases the results also belong to other disciplines (e.g. social
insights) and there is no contribution to computer science (CS), but still people
try to publish it in CS venues.

Good data mining is usually problem driven. For this we need to answer
questions such as: What data we need? How much data we need? How the data
can be collected? Today collecting data might be cheap and hence big data can
be just an artifact of this step. After we have the data we need to worry about
transferring and storing the data. In fact, transferring one petabyte even over a
fast Internet link (say 100 Mbps) needs more than two years, too much time for
most applications. On the other hand, today several companies store hundreds
of petabytes and process dozens of terabytes per day.

When we have the data in place, another set of questions appears: Is all the
data unique or we need to filter duplicates? Is the data trustworthy or there
is spam? How much noise there is? Is the data distribution valid or there is a
hidden bias that needs to be corrected? Which privacy issues must be taken care
of? Do we need to anonymize the data?

After answering these questions we focus on the specific mining task: Can
we process all our data? How well our algorithm scale? The ultimate question
will be related to the results and the usefulness of them. This last step is clearly
application dependent.

Another subtle issue is that most of the time when we need to use big data,
the problem is to find the right data inside our large data. Many times this
golden subset is hard to determine, as we need to discard huge amounts of data,
where we have to deal again with bias, noise or spam. Hence, another relevant
question is: How we process and filter our data to obtain the right data?

Hence, handling large amounts of data poses several challenges related to
the questions and issues above. The first obvious one is scalability, our last
step. Privacy is also very relevant as it deals with legal and ethical restrictions.
Other challenges come with the data content and its intrinsic quality, such as
redundancy, bias, sparsity, noise, or spam. We briefly cover all these issues in
the following sections.

There are many other aspects of big data that we do not cover, such as the
complexity and heterogeneity of data, as they are outside the scope of this paper.

2 Scalability

We can always collect and use more data thinking that more data will give im-
proved results. In many cases that is true, but then transferring, storing, and
processing larger amounts of data may not be feasible, as we challenge the band-
width of the communication channels, the disk space of the computer infrastruc-
ture, and the performance of the algorithms used. As Internet bandwidth and
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storage has become cheaper, scaling the communication and hardware does not
imply a proportional increase in cost. More data can also imply more noise as
we discuss later.

On the other hand, the algorithms used to analyze the data may not scale.
If the algorithm is linear, doubling the data, without modifying the system ar-
chitecture, implies doubling the time. This might still be feasible, but for super
linear algorithms most surely it will not. In this case, typical solutions are to
parallelize and/or distribute the processing. As all big data solutions already
run on distributed platforms, increasing the amount of data requires increasing
the number of machines, which is clearly costly and proportional to the increase
needed.

How else we can deal with more data? Well, another solution consists of
developing faster (sometimes approximate) algorithms, at the cost of probably
decreasing the quality of the solution. This becomes a clear option when the loss
in quality is inferior to the improvements obtained with more data. That is, the
time performance improvements should be larger than the loss in the solution
quality. This opens a new interesting trade-off challenge in algorithm design and
analysis for data mining problems.

One interesting example of the trade-off mentioned above is in lexical tag-
ging. That is, recognize all named entities in a text. The best algorithms are
super-linear but in [6], Ciaramita and Altun, present the first of a family of lin-
ear time taggers that have high quality (comparable to the state of the art).2

To understand the trade-off we can do a back-of-the-envelope analysis. Let us
assume that we can achieve a higher quality result with an algorithm that runs
in time O(n log n) where n is the size of the text. Let us define ∆q as the ex-
tra quality and as Q the quality of the linear algorithm. Without doubts, the
number of correctly detected entities per unit of time should be larger for the
linear algorithm. In fact, if we consider the case when both algorithms use the
same running time, we can show that for enough text, that is n = O(β∆q/Q),
where β > 1 is a constant, the number of correct entities found by the faster
algorithm will be larger. For some cases this will imply big data, but for many
other cases it will not (for example, if the better quality algorithm has quadratic
time performance).

Another important aspect of scalability is the processing paradigm that we
can use to speed-up our algorithms. This is application dependent, as the de-
gree of parallelization depends on the problem being solved. For example, not
all problems are suitable for the popular map-reduce paradigm [8]. Hence, more
research is needed to devise more powerful paradigms, in particular for the anal-
ysis of large graphs. In some cases we need to consider the dynamic aspect of
big data, as in this case we may need to do online data processing that makes
scalability even more difficult. Map-reduce is also not suitable for this case and
one on-going initiative for scalable stream data processing is SAMOA [5].

2 http://sourceforge.net/projects/supersensetag/.
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3 Redundancy and Bias

Data can be redundant. Worse, usually it is. For example, in any sensor network
that tracks mobile objects, there will be redundant data for all sensors that are
nearby. In the case of the Web this is even worse, as we have lexical redundancy
(plagiarism) estimated in 25% [2, 16] and semantic redundancy (e.g. same mean-
ing written with different words or in different languages), which makes up an
even a larger percentage of the content.

In many cases when we use data samples, the sample can have some specific
bias. Sometimes this bias can be very hard to notice or to correct. One of the
most well-known examples is click data in search engines, where the data is
biased by the ranking and the user interface (see for example [10, 7]). In [2] we
show evidence that Web publishers actually perform queries in order to find some
content and republish. Thus, the conclusion is that part of the Web content is
biased by the ranking function of search engines. Hence, this affects the quality
of search engines.

Another interesting example of algorithm bias is tag recommendation. Imag-
ine that we can recommend tags to new objects contributed by people (e.g.
images). If we do so, in the long run, the recommendation algorithm will gen-
erate most tags, not the people. Hence, the resulting tag space is not really a
folksonomy; it is a combination of a folksonomy and a machine-sonomy. This
is a problem not only because we do not have a folksonomy anymore, but also
because the algorithm will not be able to learn if there is not enough new data
coming from users.

4 Sparsity, Noise and Spam

Many measures in the Web and other types of data follow a power law; so mining
big data works very well for the head of the power law distribution without need-
ing much data. This stops being true when the long tail is considered, because
the data is sparser. Serving long tail needs is critical to all users, as all users have
their shares of head and long tails needs as demonstrated in [12]. Yet, it often
happens that not enough data covering the long tail is available when aggregated
at the user level. Also, there will always be cases where the main part of the data
distribution will bury the tail (for example, a secondary meaning of a query in
Web search). We explored the sparsity trade-offs regarding personalization and
privacy in [3].

We can always try to improve results by adding more data, if available. Doing
so, however, might not always be beneficial. For example, if the added data
increases the noise level, results get worse. We could also reach a saturation
point without seeing any improvements, so in this case more data is worthless.

Worsen results can also be due to Web spam. That is, actions done by users
in the form of content, links or usage, that are targeted to manipulate some
measurement in the Web. The main example nowadays is Web spam to improve
the ranking of a given website in a Web search engine [1] and there are a myriad
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of techniques to deal with it [17]. However this manipulation can happen at all
levels, from hotel ratings to even Google Scholar citation counts [9]. Filtering
spam is a non trivial problem and is one of the possible bias sources of any data3.

5 Privacy

Currently, most institutions that deal with personal data guarantee that this
data is not shared with third parties. They also employ as much secure commu-
nication and storage as possible to promise their clients or users that personal
information cannot be stolen away. In some cases, such as in Web search engines,
they have devised data retention policies to reassure regulators, the media and,
naturally, their users, that they comply with all legal regulations. For example,
they anonymize usage logs after six months and they de-identify them after 18
months (that is, for example queries cannot be mapped to anonymized users).
One of the problematic twists of data, even more for big data, is that in many
cases a specific user would prefer to forget past facts, especially in the context of
the Web. This privacy concern keeps rising, especially with the advent of social
networks.

Companies that use any kind of data are accountable to regulators such as the
Federal Trade Commission (FTC) in the United States or should comply with the
Data Protection Directive legislated in 1995 by the European Union Parliament.
Indeed, the FTC has defined several frameworks for protecting consumer privacy,
especially online [11]. Recently, the FTC commissioner even threatened to go to
congress if privacy policies do not “address the collection of data itself, not just
how the data is used” [15]. For similar reasons, the European Union is currently
working on a new data protection directive that will supersede the old one.

Numerous research efforts have been dedicated to data anonymization. A
favored one in large data sets is k-anonymity, introduced by Sweeney [19], which
proposes to suppress or generalize attributes until each entry in the repository
is identical to at least k − 1 other entries. To motivate this concept Sweeney
shows that a few attributes are sufficient to identify many characteristics of most
people. For example, a triple such as {ZIP code, date of birth, gender} allows to
identify 87% of citizens in the USA by using publicly available databases. Today,
in most problems where we need to derive insights from big data, k-anonymity
is a de facto standard protection technique.

However, sometimes anonymizing data is not enough. One of the main ex-
amples appears in the context of Web search engines. In this case, users are
concerned that their queries expose certain facets of their life, interests, person-
ality, etc. that they might not want to share. This includes sexual preferences,
health issues or even some seemingly minor details such as hobbies or taste in
movies that they might not be comfortable sharing with everybody. Queries and

3 We distinguish between noise that comes from the data itself, e.g., due to the mea-
surement mechanism, from spam, which can be considered as artificial noise added
by humans.
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clicks on specific pages indeed provide so much information that the entire busi-
ness of computational advertising rely on these. Query logs and click data reveal
so much about users that most search engines stopped releasing logs to the re-
search community due to the infamous AOL incident. Indeed, a privacy breach
in query logs was exposed by two New York Times journalists who managed
to identify one specific user in the anonymized log [4]. They spotted several
queries, originating from a same user, referring to the same last name or specific
locations. Eventually, they could link these queries to a senior woman who con-
firmed having issued not only these queries, but also more private ones. While
not all users could necessarily be as easily identified, it revealed what many re-
searchers had realized a while back, namely that simply replacing a user name by
a number is not a guarantee of anonymity. Moreover, this incident exposed how
difficult was the problem, as it is very hard to guarantee any privacy disclosure
when you can cross your private data with a large number of public data sets.
Subsequent research has shown that several attributes, such as gender or age,
can be predicted approximately quite well [13].

6 Epilogue

Today big data is certainly a trendy keyword. For this reason we have explored
many fundamental questions that we need to address when handling large vol-
umes of data. For the same reason this year the first Big Data conferences are
being held, in particular the first IEEE Big Data conference4. What is not clear
is the real impact that these conferences will have, and which researchers will be
attracted to them. As [14] states, could be a matter of size, efficiency, community,
or logistics. Time will tell.
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