Joint Proceedings of the Workshops
On the Globalization of Modeling Languages
(GEMOC 2013)
and

Towards the Model Driven Organization
(AMINO 2013)

Benoit Combemale®, Julien De Antoni?, Robert B. France®, Balbir Barn?,
Tony Clark?, Ulrich Frank®, Vinay Kulkarni® and Dan Turk3

! University of Rennes
2 University of Nice Sophia Antipolis, France
3 Colorado State University, USA
4 Middlesex University, UK
5 Universty of Duisburg-Essen, Germany
6 Tata Consultancy Services, India



Table of Contents

GEMOC 2013

First Workshop On the Globalization of Modeling Languages (GEMOC
2013) Benoit Combemale and Julien De Antoni and Robert B. France and Fred-
eric Boulanger and Sebastien Mosser and Marc Pantel and Bernhard Rumpe and
Rick Salay and Martin Schindler .. ... e

AMINO 2013

Towards the Model Driven Organization Introduction to the 1st AMINO
Workshop Balbir Barn, Tony Clark, Robert France, Ulrich Frank, Vinay Kulka-
i, and Dan Turk . ... e

Goals, Domains, and Enterprise Architecture in the Model-Driven Orga-
nization Desmond DSouza . ... ... e

Multimodel-Driven Software Engineering for Evolving Enterprise Systems
Richard F. Paige, Radu Calinescu, Dimitrios S. Kolovos, Nicholas Matragkas
and Dave CUff. . . .. o

UML/OCL based Design and Analysis of Role-Based Access Control Poli-
cies Oliver Hofrichter, Martin Gogolla, and Karsten Sohr...................

Meta-model Patterns for Expressing Relationships Between Organization
Model Concepts and Software Implementation Concepts Jens Gulden. . . . ..

MDE Support for Enterprise Architecture in an Industrial Context: the
TEAP Framework Experience Hugo Bruneliere, Jordi Cabot, Stphane Dra-
peau, Flavien Somda, William Piers, Juan David Villa Calle, Jean-Christophe
Lafaurie . ... .o

Introducing Argumentative and Discursive Enterprise Leading and Man-
agement Sebastian Bittmann, Balbir Barn, Tony Clark, Oliver Thomas .. ... ..

(Multi-) Modeling Enterprises for Better Decisions Sagar Sunkle, Vinay
Kulkarni, and Hemant Rathod . . ... ... ... .. . . i

Enterprise Models as Drivers for I'T Security Management at Runtime Anat
Goldstein, Sietse Overbeek . ... ... ... .



First Workshop On the Globalization of Modeling
Languages (GEMOC 2013) *

Benoit Combemale! and Julien De Antoni? and Robert B. France® and Frédéric
Boulanger* and Sébastien Mosser® and Marc Pantel® and Bernhard Rumpe’ and Rick
Salay® and Martin Schindler’

! University of Rennes 1, France
2 University of Nice Sophia Antipolis, France
3 Colorado State University, USA
4 Supélec, France
5 Polytech’Nice Sophia Antipolis, France
6 INPT ENSEEIHT, France
7 RWTH Aachen University, Germany
8 University of Toronto, Canada
9 MaibornWolff, Germany

Abstract. The first edition of GEMOC workshop was co-located with the MOD-
ELS 2013 conference in Miami, FL, USA. The workshop provided an open fo-
rum for sharing experiences, problems and solutions related to the challenges of
using of multiple modeling languages in the development of complex software-
based systems. During the workshop, concrete language composition artifacts,
approaches, and mechanisms were presented and discussed, ideas and opinions
exchanged, and constructive feedback provided to authors of accepted papers.
A major objective was to encourage collaborations and to start building a com-
munity that focused on providing solutions that support what we refer to as the
globalization of domain-specific modeling languages, that is, support coordinated
use of multiple languages throughout the development of complex systems. This
report summarizes the presentations and discussions that took place in the first
GEMOC 2013 workshop.

1 Introduction

Modern software-intensive systems serve diverse stakeholder groups and thus must ad-
dress a variety of stakeholder concerns. These concern spaces are often associated with
specialized description languages and technologies that are based on concern-specific
problem and solution concepts. Software and system engineers are thus faced with the
challenging task of integrating the different languages and associated technologies used
to produce various artifacts in the different concern spaces.

GEMOC 2013 was a full-day workshop that brought together researchers and prac-
titioners in the modeling languages community to discuss the challenges associated with
integrating multiple, heterogeneous modeling languages. Supporting coordinated use

* This workshop is supported by the GEMOC initiative (http://gemoc.org) and the ReMoDD
initiative (http://www.cs.colostate.edu/remodd)



of modeling languages leads to what we call the globalization of modeling languages.
The languages of interest for the participants ranged from requirements to runtime lan-
guages, and included both general-purpose and domain-specific languages. Challenges
related to engineering composable languages, semantic composition of languages and
to reasoning about systems described using heterogeneous languages were discussed

The workshop GEMOC 2013 was co-located with MODELS 2013 in Miami, FL,
USA, on September 29th, 2013. In this report we document the various presentations,
as well as the enthusiastic and intense discussions that took place during the workshop.
The workshop report is organized as follows. Section 2 gives a broad overview of the
workshop, including the topics of interest and relevant application domains. Section 3
describes the paper review and selection process, and the structure of the workshop.
Section 4 summarizes the presentations made in the first half of the workshop day.
Section 5 then presents the main points raised in the discussions that followed the pre-
sentations. The intent of the discussions was to position each presented approach in a
language and model composition landscape. An initial global landscape was introduced
and discussed in the second half of the workshop day. The results of that discussion are
summarized in Section 6. Conclusions are drawn in Section 7.

2 Workshop Overview

Software intensive systems are becoming more and more complex and interconnected.
Consequently, the development of such systems requires the integration of many dif-
ferent concerns and skills. These concerns are usually covered by different languages,
with specific concepts, technologies and abstraction levels. While the use of multiple
languages eases the development of target concerns, it also raises language and tech-
nology integration problems at the different stages of the software life cycle. In order to
reason about the global system, it becomes necessary to explicitly describe the differ-
ent kinds of the relationships that can exist between the different languages used in the
development of a complex system. To support effective language integration, there is a
pressing need to reify and classify these relationships, as well as the language interac-
tions that the relationships enable.

In this context, the workshop attracted submissions that include outlines of lan-
guage integration approaches and case studies, or that identify and discuss well-defined
problems about the management of relationships between heterogeneous modeling lan-
guages. The goal was to facilitate discussions among the participants that lead to an
initial classification of useful kinds of language relationships and their management.

The Call for Papers explicitly solicited contributions that describe case studies on
coordinated use of multiple modeling languages, and/or practical experience, opinions
and related approaches. Authors were invited to submit short papers describing (i) their
language integration experience, or (ii) novel approaches for integrating modeling lan-
guages. Authors were also invited to store full versions of models used to illustrate
their novel approach or experience in the Repository for Model Driven Development
(ReMoDD). This allowed us to share the actual models with participants and the wider
modeling community before, during and after the workshop.

The topics of interest for GEMOC 2013 was:



Composability and interoperability of heterogeneous modeling languages
Language integration challenges, from requirement to design, to analysis and sim-
ulation, to runtime.

Model and metamodel composition

Multi-paradigm modeling and simulation

Submissions describing practical and industrial experience related to the use of het-
erogeneous modeling languages were also encouraged, particularly in the following
application domains:

Cyber-Physical Systems, System of Systems
Smart City, Smart Building, Home automation
Complex Adaptive Systems

Internet of Services, Internet of Things

3  Workshop Organization

Benoit Combemale, Julien Deantoni and Robert B. France organized and chaired the
program committee (PC) for this GEMOC edition. The workshop website'? and the call
for papers (CfP) was online, quite 6 months before the workshop date. Apart from the
workshop website, the CfP was announced on different professional mailing lists (e.g.,
SEWORLD, pUML, planetmde).

We received 11 submissions and finally accepted 8 papers, resulting in an accep-
tance rate of 72%. Each submission was reviewed by at least three members of the
PC. Papers were selected based on their relevance to the topics for the workshop and
the reviews provided by PC members. The organizers are very grateful to PC mem-
bers for performing this important service to the community and for the quality of
their work. The PC consisted of: Walter Cazzola, (DICo, University of Milano, Italy),
Benoit Combemale (University of Rennes 1, France), Julien DeAntoni (University of
Nice Sophia Antipolis, France), Robert B. France (Colorado State University, USA),
Jeff Gray (University of Alabama, USA), Jean-Marc Jézéquel (University of Rennes
1, France), Jorg Kienzle (McGill University, Canada), Marjan Mernik (University of
Maribor, Slovenia), Pieter J. Mosterman (MathWorks, USA), Gunter Mussbacher (Uni-
versity of Ottawa, Canada), Bernhard Rumpe (RWTH Aachen University, Germany)
and Eugene Syriani (University of Alabama, USA).

The format of the workshop reflected the goals of the workshop: To provide con-
structive feedback on submitted papers and models on the coordinated use of different
modeling languages, and to foster collaborations and community building. The format
of the workshop was that of a working meeting. Hence, it was less focused on pre-
sentations and more on producing and documenting a research roadmap that identifies
challenges, different forms of language integration, and relates existing solutions.

The workshop day was split into two parts. In the first part, an introduction and
short presentations of the accepted papers were given. The second part of the day was
dedicated to open discussions of the presented contributions and other related topics. We
lead the discussion towards a classification of existing and proposed forms of language
integration. This workshop report is the result of the beneficial discussions we had.

10 Cf. http://gemoc.org/gemoc2013



4 Papers and Models Summary

The papers and the associated talks are available on the workshop web pages (http:
//www.gemoc.org/gemoc2013). The associated models are available in the ReMoDD
repository (http://www.remodd.org).

[1] Toward Denotational Semantics of Domain-Specific Modeling Languages for Auto-
mated Code Generation (Danielle Gaither and Barrett R. Bryant: University of North
Texas) This contribution advocates the use of denotational semantics instead of oper-
ational ones in order to specify, at the language level, the behavior of models defined
using Domain Specific Modeling Languages. The key purpose is to ease the develop-
ment of Automated Code Generators from these languages through their denotational
semantics. Denotations are provided as functions that interprets the models by manipu-
lating metamodel’s elements. In future work, the use of mathematical functions should
ease the composition of language semantics through function composition. This con-
tribution is applied on a restricted subset of a dedicated modeling language for Role
Playing Games.

[2] From Sensors to Visualization Dashboards: Challenges in Languages Composition
(Sebastien Mosser, Ivan Logre and Philippe Collet: University Nice-Sophia Antipolis ;
Nicolas Ferry: SINTEF IKT) This contribution describes a full fledged use case from
the Internet of Things based on the SensApp platform: bikes equipped with sensors
and ad-hoc networks transmit different kind of data that are gathered, analysed and
forwarded to end users, which can configure their own interfaces to browse the consoli-
dated data. The authors’ purpose is to describe the use case and the associated issues, not
to advocated a specific solution. The use case contains eleven kinds of models that must
communicate and cooperate: Topology, Behavior, Communication, Component, Data,
Computation, Resource, Requirement, Task, User Interface and Variability. All these
models must be consistent and reusable: sophisticated composition operators are thus
needed to build the whole system model from the concern models. The authors identify
some relations between the models: co-exists with, uses, constraints, implements. An
interesting question is then: are these relation between languages or models?

[3] Heterogeneous Model Composition in ModHel’X: the Power Window Case Study
(Frédéric Boulanger, Christophe Jacquet and Cécile Hardebolle, Supélec) This contri-
bution details the use of the ModHel’X toolset for heterogeneous model execution for
a Car Power Window system. Strongly inspired by Ptolemy, ModHel’X provides Multi
Paradigm Modeling focusing on the semantic adaptation between the various involved
Models of Computation. They use the Tagged Event Specification Language (TESL):
a DSML for expressing time and control constraints between different heterogeneous
parts of the system. TESL takes the synchronous part of the Clock Constraints Specifi-
cation Language (CCSL), which is part of the UML/MARTE standard, and extends it
with time tags on events and relations between the time scale of clocks. The purpose of
selecting the synchronous subset of CCSL is to ease the implementation of tools around
TESL. Adding a time tag to events, and establishing relations between time tags is more



efficient for simulation because it allows arbitrary precision on the date of events with-
out requiring high frequency clocks. The Car Power Window models include Discrete
Event (communication between parts), Timed Finite State Machine (controller) and
Synchronous Data Flow (mechanical parts) with adaptation between DE and TFSM,
and between DE and SDF.

[4] Railroad Crossing Heterogeneous Model (Matias Ezequiel Vara Larsen, Univer-
sity Nice-Sophia Antipolis ; Arda Goknil, INRIA Sophia Antipolis) This contribution
focuses on the composition of heterogeneous models applied to a Railroad Crossing
Management System (RCMS). Models are conforming to languages expressed with
four language units: Abstract Syntax (AS), Domain Specific Actions (DSA), Domain
Specific Events (DSE) and Model of Concurrency (MoC). These units are put in con-
sistency through the DSE, which are expressed using the Event Constraint Language
(ECL), an extension of OCL with events and event relations. From an ECL specifica-
tion on a language, an automatic transformation of a model is provided to create the
CCSL constraints, i.e. the execution model of the model. These constraints are then
solved to drive the execution of the models. Composition operators express coordi-
nation between the DSE of two or more languages and are used to create constraints
written in CCSL that are combined with the ones provided by the execution models of
the languages. The whole approach is illustrated with the Rail Crossing Management
System that combines a Barrier Detection Controller modelled using Timed Finite State
Machine and a Barrier Motor Controller modelled using fUML.

[5] On the Challenges of Composing Multi-View Models (Matthias Schottle and Jorg
Kienzle: McGill University) This contribution targets the specification of complex sys-
tems using separation of concerns. The key aspects is a strategy to integrate meta-
models and the associated model composers to build multi-view formalisms including
multi-view composers. Each metamodel is provided with an internal model composer.
This proposal relies on an asymmetric approach: one of the metamodels is selected
as independent metamodel which is unchanged, and the other metamodel is integrated
in this one. The independent metamodel composer is thus unchanged, and the whole
multi-view composer is derived automatically from the integration of the second meta-
model. This proposal is applied to the Touch RAM toolset implementing Reusable As-
pect Models that allow specifying and reusing concerns in the development of complex
systems. RAM provides structural, behavioural and protocol modelling using class, se-
quence and state machine diagrams.

[6] Using partial model synthesis to support model integration in large-scale software
development (Marsha Chechik and Rick Salay: University of Toronto) This contribu-
tion targets the synthesis of model stubs that enable the simulation of models specified
using interface contracts. In the development of complex systems with many stake-
holders, model interface contracts allow to loosen development schedule constraints.
However, these contracts cannot be executed and thus the whole system can only be
simulated when all models have been defined. The synthesis of models satisfying those
contracts provide stubs that can be used in that purpose. These models can be refined
incrementally when additional data are available during the development. This proposal



is applied to the models of a webmail system relying on sequence diagrams to describe
interaction scenarios and Fluent Linear Temporal Logic to express system invariants.
Other experiments are planned to extend the proposal to other kind of models of com-
putation.

[7] Enhance the Reusability of Models and Their Behavioral Correctness (Papa Issa
Diallo and Joél Champeau: ENSTA Bretagne) This contribution targets the preserva-
tion of model semantics during a Model Driven Engineering process that combines
several executable languages and simulation tools using model transformations from
languages to languages. In that purpose, the authors rely on the COMETA framework
to specify high level Models of Computation relying on the low level MoC provided by
each model execution toolset. This approach constrains the usual execution of the mod-
els inside a given tool in order to provide a common semantics for the various models of
the same system during the development phases. This proposal is applied to the integra-
tion of two toolsets involved in the development of safety critical systems: Rhapsody
UML and ForSyDe-SystemC.

[8] Black-box Integration of Heterogeneous Modeling Languages for CPS (Markus
Look, Antonio Navarro Perez, Jan Oliver Ringert, Bernhard Rumpe and Andreas Wort-
mann: RWTH Aachen University) This contribution targets the integration of six in-
dependently developed modeling languages and its application to the robotics domain.
These languages includes a component & connector architecture description language,
automaton, I/O table, class diagrams, OCL, and a Java DSL. The resulting MontiAr-
cAutomaton modeling framework allows to model the logical software architecture and
the system behavior of robotics applications. Even the languages were not developed
for the robotics domain in the first place, the existing language components could be
completely reused using the language composition approaches of the MontiCore frame-
work.

5 Why, What, Where, How Composing Languages and Models?

An important part of the workshop was dedicated to discussions on how to realize the
vision of globalized modeling languages. The aim was to map out a landscape of lan-
guage and model composition issues that reflected ideas raised in the previous presen-
tations and the experiences of workshop participants. To structure the discussions, the
organizers proposed to follow the Why? What? Where? How? pattern as reported in the
rest of this section.

51 Why?

Composition of models is highly desired, because the history of computer science has
shown that development can only be managed by dividing a complex task or prod-
uct into smaller easier sub-structures. This in particular holds for models which we
like to decompose along sub-structures of the product, e.g. into components [2], or



along viewpoints that allow us to look at the same components from different perspec-
tives [5]. However, decomposition is useful only if the different realizations obtained
through the design of the subsystems, can be composed again to obtain a realization
of the whole system. Structural decomposition of models needs a composition operator
present within the modeling language, for example, in finite state machines, where com-
posing two state machines leads to another one or in class diagrams, where diagrams
are basically merged along classes with the same name.

When different viewpoints are modeled in different languages, model composition
also becomes language composition, where models of different languages need to be-
come interoperable. This is necessary for example for the UML, where structural and
behavioral models describe the same system, but also in the recently emerging and po-
tentially more interesting domain of distributed systems, where several different, but
similar languages are used to describe the behavior of system components [2].

We can identify four main reasons for using models written using different for-
malisms:

The decomposition of a complex system into different parts that belong to different
technical domains which have their own modeling formalisms and tools;

The change in the level of abstraction during the design of a system, for instance
from a non-deterministic automata for specification, to VHDL for the concrete re-
alization;

The need for different models of a system that model different aspects, or offer
differents views on the system and therefore use different modeling formalisms:
the timing or power consumption model of a system may use a different formalism
than the functional model;

The need for different models of a system for different activities during the design
process: a model used for code generation and a model used for verification may
use different formalisms.

These four reasons lead to four corresponding issues:

How does one compose the structure and behavior of heterogeneous models?
How does one check that a model is a refinement of a more abstract model?
How does one synchronize different views on different aspects of a system?
— How does one check the consistency of different models of a given system?

Only if these forms of composition are well understood will we be able to carry
out integrated code generations, simulations, validations and verifications on integrated
models. These composition issues are rooted in the semantics of the models, with the
added complexity of the definition of a mapping between concepts that belong to dif-
ferent semantic domains and are represented according to different syntaxes.

Even though the composition of models and languages is somehow related to the
forms of composition for products, we need to be explicitly aware that these are dif-
ferent forms of compositions. That is why it is necessary to explicitly clarify what the
composition is about. In particular, it would be very nice if a specification formalism
provides a composition operator for its specifications in such a way that this composi-
tion conforms to the composition of the specified components.



Identifying the relationships that exists between different languages is useful to sup-
port the understanding of language composition, from a systemic point of view [2].
Understanding this kind of relations leads to a classification of existing composition
relationships, e.g., uses (a computation model uses a data model), implements (a task
model implements a use case). An off-the-shelf classification of composition in the con-
text of DSML provides guidance to engineers who have to perform such compositions.

Additionally, besides the technical forms of composition, the ability to compose has
also an organizational consequence. If we can compose individually developed models,
we can decompose the team into smaller sub-teams developing individual parts. This is
why composition of models is an important requisite for successful projects developing
complex products.

5.2 What?

Formally, composition is an operator taking at least two arguments and producing one
result. Model composition thus involves manipulation of models. Each model has a syn-
tax and a semantics. Composition can operate on the syntax, for example deriving an
integrated new model describing the information originally contained in both models
[8]. Composition could also work on the semantics only [4]. This, for example, works
well with denotational semantics, when the models are mapped onto a common seman-
tic domain and the composition is denoted using composition in the semantic domain
only [1]. As another possibility we could explain composition at the code generation
level, by explaining how the code, which has been derived from each model individ-
ually, is linked together [7]. In any case, this usually requires an understanding of the
interfaces between models, and respectively, their derivatives [4,3,7].

Furthermore, since models are developed incrementally across the development life-
cycle and at different rates in different sub-teams, requiring models to be complete
before composition can cause project delays. To address this we must also allow for
the meaningful composition of partially complete models [6]. Such compositions must
preserve the information that is known without biasing the information that is still un-
known.

Relying on an existing classification of existing composition supports the identifi-
cation of the elements to compose during the process of designing a given composition.
One can rely on the existing relations to guide its own development and support in-
cremental approaches. The fact that a language L “implements” concepts modeled by
a language L implies that both elements (the concept to be implemented in L’ and its
associated artefacts in L) exists at the time of the composition, even if developed asyn-
chronously. On the contrary, if L “uses” elements from L’, one cannot use L to work
while the model in L’ is not complete.

These considerations hold for any kind of modeling languages, structural or be-
havioral. However, from a practical point of view, in a top-down approach we develop
structure first and thus need decomposition on structure on the higher level. Typically
behavioral aspects are only modeled and thus composed on a more fine-grained details
level in the later phases of the development. On the other hand, a bottom-up approach
involves composing already developed parts of a system to produce a complete system.
However, in bottom-up approaches, the composition is usually made at the model level



by making interoperable homogeneous interfaces and usually do not address composi-
tion of syntactic elements.

5.3 Where?

We outlined in the previous section how the composition can operate on different parts
of languages and models. It is also interesting to note that the composition can be spec-
ified and applied at different level: From the language level to some compiled code.
Additionally, the specification of the composition and its application can also be done
at different levels. For instance, a composition operator can be specified between two
languages in order to create a new language [8]. In this case, both the specification and
the application of the composition is done at the language level. Another composition
operator could be specified between two languages in order to create relations between
the models of the respective languages, but without explicitly creating a new language
[4]. It is important to identify at which level the specification and the application of the
composition is made to understand the impact on the reuse of the composed language
tooling. On this point, several aspects of the involved languages have to be considered:

concrete and abstract syntax
semantics

consistency checks

code generators

This also includes their resulting infrastructure, for example, lexer, parser, symbol
tables, or editors. For an efficient and agile composition of existing languages, these
aspects should be reused as much as possible and only a minimal amount of additional
glue-code should be necessary. The level at which the specification and the application
of the composition is realized depends on the main objective of the composition (i.e.
the why). For instance, because the semantics of a language combination has to be
considered, the composition is preferably defined on the language level. However, in a
reuse perspective the linkage should take place as late as possible to be able to provide
the same language component for different compositions. The idea behind this is the
same as for framework or libraries in programming languages which can be used as pre-
compiled components without providing the sources. This speeds up the development
process significantly as the libraries do not have to be compiled again and again for
every usage while it restrains the possibility of analysis of the composed system.

54 How?

In order to be able to compose different languages and models without developing the
languages for each combination from scratch again or specifying the matching parts for
each model combination we need a concise and consistent definition of the interfaces
of languages and models. An approach similar to that used in existing programming
languages, where methods or classes have an interface for its usage encapsulating the
complexity of the actual implementation, may be applicable. If languages provide in-
terfaces that hide their internal complexity, a library of language components could be



created allowing the composition of languages by writing a minimal amount of glue-
code for each combination.

The need for an interface holds for models as well. Each model should provide an
interface which can be used from other models without knowing the internal details
[3,6,7]. This means that the modeling languages have to provide two concepts: one for
describing the interface of a model and one for referencing or calling such interfaces.
These concepts can even be used to combine models whose languages were originally
developed independently. To give an example let us take the concept of a method call
in a programming language like Java which was originally designed as a reference to
a method signature within the same language. However, this concept could be reused
to call other interfaces as well, e.g. an interface to a Statechart. This only requires that
a method call allows one to specify all aspects requested by the Statechart interface.
If this holds only a mapping of the concepts of the reference (the method call) and
the targeted interface (of the Statechart) is needed. In this way two languages can be
composed by adding an additional semantics to an existing language concept without
changing the original language itself. It can also be seen as scheduling the new events
from the statechart (start, entry in a state, trigger, etc) together with the events of the
original java program and specifically here with the events of its method call (call,
return)[4,5].

By using such approaches, a composition of languages can be reduced to a mapping
between the language concepts needed to combine models along their interfaces. Only if
the existing language concepts are not sufficient to define such a mapping, an extension
of one or both languages is needed for the composition.

And finally the composition of the language tooling have to be considered. However,
if all of these aspects are implemented using clear interfaces, the composition could be
derived from the already defined mapping of the language concepts even automatically.

When only partial information is known about a model, techniques such as model
synthesis can be used to construct an approximate, but well-formed, model based on
the known information. Such approximate models can be used as stand-ins for partially
complete models in composition operations [6].

The various criteria about compositions lead to various implementations. Such im-
plementations can be hard coded [6,8], based on predefined operators [5], or specified
thanks to a dedicated DSL [4,3] Additionally, many important properties can be used
to characterise the implementation, for example implementations may be asymmetric
or symmetric, or may be transient or not. These properties should be clarified and we
should understand how the why of the composition is influencing such choices.

6 Conclusion

The first edition of the workshop met its goals and thus can be considered a success.
The discussions that took place during the workshop were of very high quality and
provided insights into some of the pressing problems associated with the use multiple
modeling languages in development projects. A key result is a deep appreciation by
the participants of the need to develop support for globalizing modeling languages.
The ongoing research that was reported in the workshop and the discussions that took



place are a good indication that community around these problems is emerging. For
more information about the GEMOC initiative please visit the following website: http:
//gemoc.org.
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Organizations such as banks and public sector institutions can be thought
of as being structured in three key layers. The strategic layer defines what an
organization must achieve in terms of its high-level goals, the tactical layer de-
fines how an organization plans to behave and thereby achieve its goals, and the
operational layer defines the day-to-day running of the organization in a manner
that is consistent with the organization’s plans. The operational layer of a mod-
ern organization is implemented in terms of a collection of inter-connected IT
systems that form an organizational platform. An organization seeks to align its
high-level goals with its platform so that its strategy is properly supported by its
IT infrastructure. Expressing and achieving alignment remains a key challenge
for modern organizations.

Essentially organizations exist to accomplish specific goals. In the case of a
not-for-profit organization, the goals are often expressed as a mission statement.
In the case of a for-profit organization, the mission should also include achiev-
ing profit for investors. Frequently these goals are not consciously or explicitly
written down or even clearly recognized. But, even so, they still exist. Whether
goals are explicitly identified and documented or not, organizations wish to know
whether the goals are achieved and, where possible, concrete metrics may be used
to help answer these questions.

Whilst top-level organizational goals can often be captured as relatively sim-
ple mission statements, the internal processes, resources, I'T systems and struc-
tures that are put in place to realise the goals are usually highly complex. Mea-
suring aspects of a typical large multi-national corporation in order to determine
its internal consistency, to measure quality metrics, to perform any number of
change-based activities, and ultimately to establish consistency between the or-
ganizational goals and the human- and I'T-centric processes by which it operates,
is a difficult task.

In the field of software system development, it is accepted that various forms
of modelling need to be brought to bear on the problem of measuring complex
system properties, controlling its behaviour and to establish that an implemen-
tation satisfies its specification. The key feature at play is abstraction where



unnecessary detail is elided leaving important aspects of a system to be repre-
sented in a language that is suitable for the stakeholders and exhibits appropriate
properties for reasoning, transformation, simulation etc. Our claim is that the
same use of abstraction through modelling can be applied to the problems of
managing an organization, leading to the idea of a Model-Driven Organization:

Def: A Model-Driven Organization (MDO) is an institution that uses
models, both formally and informally, in conscious and intentional ways,
throughout the organization to define who it is and what it does, to help
better and more quickly train employees, to carry out, assess, and im-
prove its functioning, and to more effectively develop and modify systems
that support the organization.

The use of models in system development has established the fields of Model
Driven Architecture (MDA) and Model Driven Engineering (MDE). Although
these fields use models as abstractions of systems in order to establish properties,
they predominantly use models to help with system construction during the
design phase. In some cases part or all of the program code for a system is
generated from models.

Although MDA /MDE may be viewed as providing a contribution, the MDO
vision is much broader than system development. An MDO uses models at mul-
tiple levels: Organizational level models, not just system / software level mod-
els; conceptual, as well as technical models; strategic, tactical, and operational
models. MDO models relate to much more than just the IT systems of an or-
ganization and need not be expressed in a formal language. The models must
address people-centric aspects of an organization in addition to the systems-level
aspects. We can see this by comparing the definition of the MDO as given above,
with the following two common definitions for MDE and MDA:

Def: Model-Driven Engineering (MDE) is a software development method-
ology which focuses on creating and exploiting domain models (that is,
abstract representations of the knowledge and activities that govern a
particular application domain), rather than on the computing (or algo-
rithmic) concepts.

Def: Model-Driven Architecture (MDA) is a software design approach for
the development of software systems. It provides a set of guidelines for
the structuring of specifications, which are expressed as models. Model-
driven architecture is a kind of domain engineering, and supports model-
driven engineering of software systems. It was launched by the Object
Management Group (OMG) in 2001.

Our claim is that a model-based approach can be used in many ways within an
organization. Models can be used to describe the organization itself, its struc-
ture, its processes, its business rules, its regulatory constraints, etc. This can
help in a wide variety of organization-centric use-cases including training new
employees and helping outsiders better understand and effectively interact with



the organization. These models may be able to help potential investors compare
organizations, or even make it easier to merge organizations. They may make
it easier to compare the functioning of organizations, or systems within orga-
nizations, to allow decision-makers to better determine which parts of merged
organizations to keep and which to eliminate after a merger takes place, for
instance. Models may be used to help in the analysis of an organization, to de-
termine and clearly identify its mission, and assess how well it is meeting its
goals.

If the models are formalized and automated, it may be possible to ease and/or
automate some types of changes within an organization. And, of course, models
have had a long history of helping to automate parts of organizations.

Achieving the MDO vision will involve expertise from many different dis-
ciplines. Experts in modelling will be required to design suitable languages
both domain-specific and general purpose using appropriate meta-technologies.
Expertise in model processing including transformation, synchronization and
model-checking will be required. Experts in the field of Organization Theory
will be required to understand the structures and processes to be modelled.
Information Systems experts will be required to analyse and represent the on-
tologies and complex data used within an organization. Management theorists
will be required to understand the human-centric aspects of the problem and
where models can be used to facilitate all stakeholders. Experts in tools will be
required to determine how to offer the features of the MDO in an effective way.

The goals of the AMINO workshop are to work towards a better under-
standing of where models can be used to address all aspects of organizational
development, operation and management use-cases. The workshop took the form
of an invited speaker and presentations of 7 peer reviewed papers. The rest of
this introduction provides an overview of the presentations.

In Goals, Domains, and Enterprise Architecture in the Model-Driven Organi-
zation Desmond D’Souza argues that goal models are fundamental to achieving
the MDO. He presents a notation and method for incremental model construc-
tion in terms of goals and their constraints over domains. The paper concludes
by indicating how goals can be exploited in other MDO areas including archi-
tectures and migration plans.

In Multimodel-Driven Software Engineering for Evolving Enterprise Systems
Richard Paige, Radu Calinescu, Dimitrios S. Kolovos, Nicholas Matragkas and
Dave CIliff address the issue of organizational evolution and how to analyse the
Quality of Service (QoS) issues that arise. The paper proposes a multimodel-
driven approach (MMSE) and concludes with some thoughts about a research
agenda that will lead to solutions in this area.

Organisations consist of many different roles that link to business processes
and provide access to information at various security levels. In UML/OCL based
Design and Analysis of Role-Based Access Control Policies Oliver Hofrichter,
Martin Gogolla, and Karsten Sohr discuss an approach to modelling the access
control and use OCL to address a case study based on EasyChair.



As discussed above, a key feature of the MDO is goal-IT alignment. In Meta-
model Patterns for Expressing Relationships Between Organization Model Con-
cepts and Software Implementation Concepts Jens Gulden discusses this issue
and provides patterns for mapping between the two levels.

The state-of-the-art in Enterprise Modelling and Enterprise Architecture uses
enterprise frameworks to represent and reason about aspects of an organisation
or even its entirety. Few of these frameworks use modelling technologies and tech-
niques. In MDE Support for Enterprise Architecture in an Industrial Context: the
TEAP Framework Ezxperience Hugo Bruneliere, Jordi Cabot, Stphane Drapeau,
Flavien Somda, William Piers, Juan David Villa Calle and Jean-Christophe
Lafaurie describe a new framework called TEAP that applies Model Driven
Engineering techniques to the construction of an enterprise framework.

In many ways organisations are more complex that standard software sys-
tems and the structures, information, resources and processes involved are less
precise. Therefore it is important to understand the reasoning behind design de-
cisions and the reasons for organisational change. In Introducing Argumentative
and Discursive Enterprise Leading and Management Sebastian Bittmann, Balbir
Barn, Tony Clark and Oliver Thomas develop this theme in terms of argumen-
tation theory as a basis for recording the intentions behind organisation-related
actions.

There are many different organizational use-cases involved in achieving an
MDO. One is mergers and acquisitions whereby two organisations become one. In
(Multi-) Modeling Enterprises for Better Decisions Sagar Sunkle, Vinay Kulka-
rni, and Hemant Rathod argue that in order to represent and reason about such
complex use-cases it is necessary to use multi-models.

The MDO is likely to involve the use of models in many different ways. Some
of these may simply be to help understand the organisation, but others may help
to operationalise it. In Enterprise Models as Drivers for IT Security Manage-
ment at Runtime Anat Goldstein and Sietse Overbeek discuss the technique of
models@Runtime and its use to achieve I'T security.
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In a Model-Driven Organization (MDO), all aspects of planning, designing, implementing,
deploying, operating, and evolving the organization and its supporting infrastructure are based on
models. Goals form an anchor for other models in an MDO. This paper is a summary of my
keynote talk at AMINO 2013 in Miami, Florida, in which I covered a variety of ways to use Goal

Models as a recurrent focal point to improve model coherence in an MDO.
Goals, Domains, and Refinement

A goal is a property desired over a domain. In Figure 1(a), a goal of the Golden
Gate Bridge is shown with a green circle G1: Get vehicles from A to B i.e. given
some domain property about the inflow of vehicles at 4, establish a corresponding
outflow at B. A goal is anchored to domain elements that are its subject matter,
and evaluates to true or false over any domain instance. G/ is anchored at end-
points A and B, controlling outflow based on inflow. A dashboard wired to the

anchor points can, in principle, monitor the goal.

Ry i Vehicle Inflow, Outflow
) Why? [CF-.. ADomain Property
U 1]

 Inflow

“Bridge” | s
g 1

: “Ferry”
What? Jl Refinement
How?

Refinement

N Ferry...
. \ . Bay s
Goal G1'. Vehicle currents ot
Get vehicles Inflow > — 4
<
Columns
i Bedrock
| Strength
Figure 1: (a) A goal with its end-points and a monitor. (b) Goal and domain refinement.

A goal refinement consists of sub-goals and domain properties that, combined,
satisfy a parent goal across its end-points. The bridge refinement (small white
circle in Figure 1(b)) moves inflow from A4 to B via a roadway, supported by
cables suspended from columns built on bedrock, and establishes sub-goals for
each of these based on their mutual load and support properties, bedrock

properties, and inflow. Domain properties (yellow rectangles) are facts or



assumptions about the domain, also anchored on domain elements. A goal can
have alternative refinements: G/ can be met by a bridge-refinement or a ferry-
refinement. Choosing one or the other uncovers different domain properties:
bedrock strength is vital for bridge columns, and bay currents is for a ferry, while
inflow and outflow is part of the problem context of G/ itself and common to both.
When analyzing any part of a goal model, only certain refinements apply, and the
corresponding domain model is composed from the domain properties of all
applicable refinements. Goal refinement, domains, and architecture choices are

intrinsically intertwined.

The domain model can range from a simple average vehicles-per-hour, to a
detailed “film-strip” with individual vehicles moving along the bridge. Goals are
predicates over that model, and evaluate to true or false on a domain instance. An
objective associated with a goal can quantify how well the goal is met, based on

measurable domain attributes and often in an aggregate sense.
By making intention explicit, goals answer some key questions (Figure 1(b)):

1. What are we trying to accomplish? The goal specification, G, with end-point
domain elements, gives a precise success criteria over any domain instance.

2. Why do we want to accomplish G? Refinement answers this in the form:
because if we meet G, given additional domain property X and assuming we
meet other sibling goals, then in concert we meet the higher level goal.

3. How will we accomplish G? Examine the refinement of G and follow the “line
of reasoning” through its domain properties and sub-goals.

4. How well does refinement R/ meet G? Provided all children of R/ can be
expressed in a sufficiently detailed form, evaluate G’s objective function
against domain instances assuming that all the sub-goals are met.

Monitoring a goal is clearly useful, but assumed domain properties are also
candidates for monitoring. As a secondary goal, the bridge should accommodate
shipping traffic, which introduces assumptions about ocean level and ship height,
and goals about minimum roadway height (Figure 2(a)). The assumptions can be
monitored, as changes could jeopardize a goal. In the larger feedback loop of an
extended enterprise with its environment, assumption tracking must happen in

some form, whether proactive or reactive.
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Figure 2: (a) Monitoring assumptions.

(b) Federated goal models and alignment.

Goal models can be federated. Figure 2(b) shows federated goal models for the

bridge, suspension, and columns. Note that each goal “frames” a problem; goals

and end-points must align from child to parent goal model; one model’s

assumption can be (or otherwise depend on) another model’s goal; and goal

models have different projections of shared domains. Since dependencies are

between properties of domain elements and not directly between elements, value,

risk, and impact can be assessed in terms of affected properties.

If the underlying domain fits within a governance structure, goals can be

extended with strategic dependency relations between the person desiring the

goal, the one responsible for meeting the goal, and the one with authority over any

domain element needed in refining the goal.

Goals, Architecture, and Architecture Style

An architecture of a system is a model describing system properties to be

understood and analyzed fogether. Architectural components are part of the

domain model. Goals and domain properties demarcated by refinement define

“together’-ness and are part of architecture. The "ends" in “end-to-end

architecture” are precisely framed by goals.
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Figure 3(a) Example of fractal refinement. 3(b) Scheme for fractal goals with architecture.



Figure 3(a) sketches an example of the approach used in a fractal manner for
factory supply optimization: the granularity of goals and domain elements,
including software components, events simple or complex, and other behaviors,
can all be refined recursively; 3(b) shows a general scheme for incorporating

goals as a fractal structure alongside other architecture descriptions.

An architecture description can obscure, suggest, or reveal intention. In Figure
1(b), hanging cables longer than some length need to be reinforced as their own
weight adds to the cable strain at the top. Below are three architecture descriptions

of the cables, ranging from obscuring to revealing intention.

1. Cables 1-6 are normal, and cables 7-9 are reinforced.
2. For every cable: (weight, strength, load) must satisfy a strength rule.
3. Cables = map cable_reinforcer basic_cables
The first reveals no intent; it simply lists the final result of implicit reasoning.
The 2™ reveals intent as a checkable rule, without helping shape the architecture.

The 3™ provides an intention-revealing transformation that is generative.

An architecture style defines a set of architectures, and is described like any
object type: attributes that name relevant architectural elements (cables), attributes
of those elements (weight, strength), functions that determine attributes from
others (cable reinforcer), invariants (strength rule), desired and given domain
properties. Like the cables example, architecture styles can span a spectrum from
check-only (given an architecture, return Pass/Fail) to generative (given an
architecture, evaluate to a transformed architecture). Since architectures include
goals and domain properties, the most generative kind is an “architecture

compiler”: given goals and domain context, produce an architecture realization.

Goals and Roadmaps

Roadmapping is a decision-making technique used to support medium to long-
term strategic planning, examining linkages between the domains of technology
and business capabilities, organizational objectives, and the customer and market
environment, considering multiple perspectives and their relationships over time.
An MDO could analyze goals, facts, assumptions, and architecture elements in

these domains on a timeline; key assumptions could bear monitoring over this



timeline. Figure 4 illustrates what such a roadmap looks like.
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Figure 4. Example of roadmap based on goal modeling.

Goals and Migration Plans

Large-scale architecture initiatives deliver an as-is and a fo-be architecture, and
an MDO could use goal models in developing these. A migration plan is a

sequence of staged architecture changes from as-is to to-be.

As-Is To-Be

Migration planning is a difficult problem, with its own goals and domains. The
obvious domain is a filmstrip of architectural stages, but there are peripheral
components, applications, processes, people, skills, and regulations to consider;
other roadmaps to co-ordinate, such as infrastructure upgrades. The obvious goal
is to convert as-is to to-be; but there are others, such as minimizing disruption risk
to critical business processes. Migration planning even has its own architecture

styles, such as Legacy Coexistence and High-Risk First / Fail Early.
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Abstract. We advocate the use of multimodel-driven software engineer-
ing for the principled evolution of enterprise systems whose stakeholder
concerns are captured using multiple interdependent models. Enterprise
systems that evolve are increasingly common in healthcare, transporta-
tion, e-government and defense. These important systems must be reg-
ularly extended with new components satisfying interdependent func-
tional, governance and quality-of-service (QoS) requirements that are
modelled using different domain-specific languages. We describe key chal-
lenges associated with modelling, reasoning about QoS properties, and
evolving such systems. The concepts of this engineering paradigm are
presented in the context of a statistical reporting project carried out in
collaboration with healthcare organisations.

1 Introduction

The recent advent of technologies ranging from cloud and mobile computing
to smart sensor networks has led to the emergence of new types of data and
applications at an extremely fast rate. This trend is amplified further by equally
rapid changes in public information governance. The open data movement, in
part spearheaded by the UK Government [1] and recently embraced by all G8
Governments [2], has opened up a wide range of public datasets for research and
commercial use. Healthcare, transportation, education and local government are
only a few of the areas in which new public datasets are released (e.g., data.gov,
data.gov.uk) on a daily basis.

These developments have created business and research exploitation oppor-
tunities for both public and commercial organisations. To exploit these oppor-
tunities — and to comply with changes in information governance and other
requirements — such organisations must evolve their enterprise systems on a
regular basis. Information systems supporting new business processes must be
engineered and integrated on the fly with existing enterprise systems, and must
then be updated frequently in response to new stakeholder requirements and
governance policies. Plausible examples of such evolving enterprise systems are



encountered in the health and social care domain. In the UK for instance, the
recently enacted Health and Social Care Act 2012 [3] required an organisation
to “establish and operate a system for the collection or analysis of information
of a description specified in the request” of “any person”, at any time.

The stringent demands of evolving enterprise systems cannot be achieved us-
ing today’s software engineering approaches. Traditional enterprise system engi-
neering approaches comprise manual processes that cannot respond to such de-
mands in a timely manner, and are costly and error prone. Model-driven software
engineering - which automates development processes by synthesising software
artefacts from models - is challenging to apply, as the concerns of new informa-
tion systems (e.g., functionality, governance and quality-of-service) cannot easily
be captured by a single model.

We envisage that overcoming the limitations of existing approaches and
achieving the goals of evolving enterprise systems requires multimodel-driven
software engineering (MMSE). This software engineering paradigm will auto-
mate key processes of evolving enterprise systems whose concerns are described
by multiple interdependent models, when these models are specified by different
stakeholders, in different domain-specific languages. Significant research chal-
lenges must be addressed to achieve this vision. A key concern is integrating QoS
models throughout the engineering lifecycle. In particular, the research commu-
nity will need to address the open research questions of how to devise multimodel
transformation techniques that consider inter-model dependencies (where some
are QoS models), and how to co-evolve sets of interdependent metamodels. An-
other key challenge is the joint analysis of quality-of-service (QoS) models for
dependability, performance and resource usage, to identify system configurations
that deliver effective QoS trade-offs.

Our paper summarises these key challenges, and sets a research agenda for
the delivery of the software engineering formalisms, techniques and tools needed
to automate the development, analysis, adaptive configuration and evolution of
information systems specified by sets of interdependent functional, governance
and QoS models.

2 Background

Recent advances in model-driven software engineering (MDSE) address many
challenges of developing traditional software systems. MDSE is a software devel-
opment paradigm that aims to use (software) models as the main development
artefact instead of code [4]. Achieving this aim within a problem domain involves
the use of domain-specific languages (DSLs) to define models of the systems to
develop [5]. Automated transformations can be applied to them to generate mod-
els of lower abstraction levels, which ultimately can be transformed into code.
The advantages of MDSE over other approaches to software development in-
clude significant improvements in software quality and development efficiency,
and increased reusability of software components [4,5]. The research efforts to



exploit these advantages produced a broad range of effective MDSE modelling
languages and tools (e.g., [6,7]).

More recently, the MDSE paradigm was extended to also cover the post-
development stages of the software lifecycle. In this extended MDSE approach,
models continue to be used as the primary artifact in the maintenance and
evolution of software systems. A key challenge of using MDSE in this context
is that the models and metamodels used at different levels of abstraction may
change asynchronously as the software system evolves, creating ripple effects
on related artefacts such as model transformations and validation constraints.
Different aspects of this challenge have been addressed by recent research on
model management [8], model-metamodel co-evolution [9], and incremental and
bidirectional model synchronisation [10].

In parallel with these advances, the performance (or QoS) engineering area
of MDSE uses performance, reliability and cost models as key artifacts in all
stages of the software lifecycle [11,12]. Model-driven QoS engineering aims to
ensure that software systems satisfy their QoS requirements “by construction”
when initially delivered [13], and continue to do so as they self-adapt in response
to changes in environment, requirements or internal state [14]. QoS models may
be developed explicitly or may be synthesised from annotated variants of the
structural and behaviour models used in the traditional MDSE process [15],
and typically need to be updated continually at run time based on the observed
system behaviour [16]. Such efforts can be linked to relevant modelling standards
such as the MARTE and QoS profiles for UML [17, 18].

3 A motivating scenario

In the UK, there are organisations responsible for accumulating and managing
data related to health and social care. They act as a trusted repository and
broker for such information, and also provide statistical expertise and domain
knowledge relevant to such data. In particular, they may produce and provide
statistical reports on health and social care data to a variety of stakeholders.
Stakeholders may include casual browsers of health and social care data — who
may simply be interested in learning what information or reports are available —
to sophisticated commercial users of data/reports, who may base important com-
mercial decisions on what they acquire from this trusted broker. Additionally,
the organisation may be required to provide information to government depart-
ments or ministers. As such, information in the form of customised reports and
data may be requested by commercial, public or governmental stakeholders, at
any time, and the organisation must be able to respond to such requests. In
particular:

— QoS requirements may be applicable to requests coming from stakeholders,
e.g., a certain data quality, a report available within a certain hard or soft-
ware deadline.

— Information governance requirements and policies may also be applicable, re-
quiring the health and social care organisation to determine whether prospec-



tive customers are permitted to access either raw data, or pseudonymised
data, of a certain type or kind. Checking compliance with information gov-
ernance policies is particularly time consuming; it would be beneficial to be
able to determine if a customer was permitted to access particular data items
before continuing with the rest of the procurement process, but sometimes
this is not possible — research (see the next point) may need to be carried
out in parallel with checking compliance.

— A customer may request an existing type of report, or a report that is similar
to one that is currently available. But they may also request reports that
are new and novel, for which a research process must be carried out. In such
a process, the organisation may have to ‘buy in’ expertise it may not have,
may need to investigate new statistical methods or practices, and may need
to synchronise the research process with parallel business processes that are
in place to ensure proper billing and compliance with governance policies
and regulations.

Such an organisation would potentially benefit from the application of differ-
ent models: for capturing business processes; for capturing QoS properties and
requirements; for capturing data and interrelationships; and for capturing infor-
mation governance rules. Such models could be used for understanding the com-
plexity of the organisation, analysing the effectiveness or potential bottlenecks
in a particular stakeholder interaction, and for analysing the effects of evolu-
tion, e.g., through new QoS requirements or stakeholder requirements. However,
the stakeholders interested in the organisation’s research, data and results can
change at any time, leading to new report/data requirements. As such, the mod-
els relevant to the organisation should be considered highly volatile, and may be
subject to evolution at any time.

4 Multimodel-driven software engineering

Fast and robust evolution represents a key requirement for a growing number
of important enterprise systems. Achieving this requirement needs software en-
gineering technology capable of developing “on demand” information systems
that satisfy the overlapping concerns of different stakeholders, and of integrat-
ing them into evolving enterprise systems on the fly. We envisage that this role
will be played by multimodel-driven software engineering (MMSE) — a novel
software engineering approach that will combine:

— multimodel-driven automated code generation—to take advantage effectively
of interdependent models associated with different but overlapping areas of
concern, and specified by different classes of stakeholders in distinct and
co-evolving domain-specific languages;

— multimodel-driven QoS engineering—to ensure that evolving enterprise sys-
tems achieve the performance, dependability and cost-related requirements
specified across the interdependent models mentioned above.



Significant research is required to provide the theoretical foundation for the
MMSE vision and open-standards MMSE tools that realise this theory. Extend-
ing the applicability of MDSE to large-scale, evolving software systems whose
characteristics spread multiple domains is a hard open problem [4,19], whose
solution involves addressing several major challenges:

1. Transformations of interdependent models. Identifying the dependencies among
multiple concern-specific models and devising model transformations that
comply with these dependencies is notoriously difficult and error prone [4].

2. Co-evolution of interdependent metamodels. Managing the co-evolution of
heterogeneous sets of interdependent metamodels and the synchronisation
of their associated models is a complex problem that is not addressed by
existing MDSE approaches [19].

3. Cross-analysis of interrelated QoS models. Analysing the relationships and
tradeoffs between interacting performance, dependability and cost attributes
specified across multiple models is a complex and non-scalable task that is
deemed a major challenge for QoS engineering [11].

The research agenda in the next section suggests research objectives that need
to be pursued by the software enginnering community in order to tackle these
challenges and to realise the vision of multimodel-driven software engineering.

5 MMSE research agenda

Research objective 1. To develop a theoretical foundation comprising for-
malisms, algorithms, model transformations and techniques for multimodel-driven
software development, and for the management and co-evolution of interdepen-
dent metamodel and model sets.

Addressing this objective requires the development of new techniques for
multi-modelling, including the following multimodel-aware code generators and
co-evolution approaches:

1. DSLs for modelling the architecture, business processes and governance rules
associated with enterprise information systems. These DSLs must be defined
using generic modelling concepts (generic in the sense that they can be used
throughout the enterprise domain, and derived from existing modelling lan-
guages or frameworks such as ArchiMate and TOGAF'), wherein metamodels
are specified in terms of required arguments. This will allow substantial shar-
ing between DSLs.

2. Formalism based on OCL and OCL extensions such as the Epsilon Valida-
tion Language [8], for defining generic inter-dependencies between the DSLs
from (1). These formalisms must allow instantiation of the generic modelling
concepts from (1) and support the specification of strong (i.e., must-hold)
and weak (i.e., may-hold) consistency rules on models. These formalisms
need to be elaborated to allow such rules to be defined for QoS models.



3. A theory of generic code generation for transforming multi-models into
platform-specific enterprise information systems application code. The trans-
formations must be capable of instantiating generic parameters and of pro-
ducing monitors to be used to detect whenever QoS properties (not guaran-
teed to hold via construction) have been violated. The novelty here is that
the code generation must take into account QoS models as well as other
enterprise systems domain models.

4. A theory of co-evolution for generic multi-models, investigating patterns of
generic metamodel change (including changes to parameters), as well as
defining strategies for co-evolving generic models, metamodels and inter-
dependencies (from (1) and (2)) and code generators (from (3)).

Research objective 2. To devise a suite of scalable QoS engineering techniques
for: (i) co-analysing the relationships between QoS concerns specified through
multiple mathematical models; and (ii) identifying effective tradeoffs between
conflicting QoS concerns. The real challenge here is to be able to manage QoS
models in a structurally identical way to other MDSE models.

Achieving this objective will require the use of a combination of stochastic,
Markovian and queueing models to co-analyse QoS properties including: (i) de-
pendability (e.g., availability and reliability); (ii) performability (e.g., response
time and throughput); and (iii) resource usage (e.g., battery power, data storage
capacity, bandwidth and cost). New research results are needed to enable the
co-analysis of interdependent QoS attributes specified by heterogeneous mathe-
matical models, in order to identify and exploit effective tradeoffs between the
dependability, performability and resource usage requirements of complex soft-
ware systems. To accomplish this, the research must develop the following new
theoretical contributions for the co-analysis of interdependent QoS models:

1. Techniques for the automated co-extraction of stochastic, Markovian and
queueing QoS models from enhanced structural models specified using QoS-
related UML profiles [20, 17, 18]. These techniques could build on results from
[21,22,12,15, 23], extending them with support for extracting new types of
QoS models, and with the ability to identify and encode the interdependen-
cies among multiple QoS models.

2. A high-level formalism for specifying (i) the QoS constraints that an infor-
mation system must comply with at all times; and (ii) the wutility associated
with the achievable trade-offs between the dependability, performability and
resource usage of these systems.

3. Algorithms for translating the QoS constraints and utility levels that system
developers and operators provide in the high-level formalism from (2) into
verifiable low-level properties expressed in temporal logics augmented with
probabilities, event rates, costs and rewards.

4. Quantitative analysis techniques for the co-analysis of the formally expressed
sets of QoS properties from (3) against the mathematical QoS models from (1).
These techniques will need to take into account the dependencies among
multiple QoS models, in order to identify trade-offs between performabil-



ity, dependability and resource usage that satisfy the QoS constraints and
achieve a high utility.

Research objective 3. To develop an open-standards MMSE platform.
This multimodel-driven software engineering platform needs to include:

1. An integrated toolset supporting multimodel-driven software development,
QoS engineering and metamodel/model management. Some of this technol-
ogy already exists, but extensions to existing model management platforms
(such as ATL or Epsilon) need to be made to fully support QoS models,
particularly for code generation.

2. A methodology comprising methods for the effective engineering of evolving
enterprise systems.

The MMSE platform must integrate, implement and hide the complexity of the
formalisms, algorithms and techniques devised by the research described under
the research objectives 1 and 2, enabling developers of large-scale evolving soft-
ware systems to exploit these theoretical results effectively without the need for
expert training. Extending an established platform (e.g., the Eclipse platform)
for achieving this would speed up the adoption of MMSE considerably.

Research objective 4. To employ MMSE in the development of exemplar
evolving enterprise systems.

It is essential that emerging MMSE techniques and tools are evaluated in the
development of real-world evolving enterprise systems, as part of joint projects
between the research community and organisations whose business processes
are supported by such systems. The wide dissemination of the results of these
projects, ideally as open-sourced exemplars, is essential to the early adoption of
the much needed MMSE technology.

6 MMSE technology delivery in health and social case

We recently embarked on a new project to devise MMSE technology compo-
nents, and to use them for the development of a prototype evolving enterprise
system, in collaboration with a health and social care partner. This will allow
us to validate, refine and extend our preliminary version of several MMSE tech-
nology components, and to contribute significantly to the efforts to achieve the
objectives stated in the UK Health and Social Care Act 2012 [3]. As part of
this, our planned MMSE platform will be instantiated with specific types of
models relevant to a health and social care industry partner. In particular, we
envision building QoS models relevant to assessing the timeliness of treatment or
care, information governance models capturing the policies, rules and procedures
related to health and social care, etc. This approach is summarised in Fig. 1.
Our research will be carried out while being driven by scenarios and use cases
from the health and social care domain. A plausible use case that we have avail-
able involves using multimodel-driven software engineering to support reporting
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Fig. 1. Conceptual model of instantiation of the MMSE approach

scenarios. Such scenarios involve collecting different types of raw pseudonymised
data (e.g., number of incidents of stroke in a particular region) as well as sta-
tistical data (e.g., percentage of residents of a certain age being supported by a
care provider in a region). Such data may need to be collated and presented in
a report for a particular stakeholder group - like a health trust (who may have
responsibility for reporting care outcomes to government), or even a government
minister.

The data and statistics either gathered or produced for these reports must
be audited and validated, produced within strict time bounds, for specific costs
(for example, some reports may be produced for a commercial organisation for
a fee). The type, quantity and complexity of the data that is being managed,
and the reports that are being generated, may change at any time — that is, new
IT systems may be brought in to the report-generating organisation (e.g., from
new health care providers) and integrated into the report generating process.

Such systems clearly require handling of multiple models and QoS concerns,
as well as the need to handle evolution of models. What is particularly challeng-
ing about this scenario is that the types of models evolve in different ways and
at different rates. Consider Fig. 1: the architecture of such an enterprise system
at one of our health and social care partners does not change frequently, but the
QoS requirements do (e.g., on a problem-by-problem basis: different customers
require their results at different rates), and the information governance rules
also change frequently (though not as frequently as QoS models) due to new
legislation and Department of Health rules. As such, the multimodel evolution
problem is extremely challenging in this context.

7 Conclusions

We have motivated the need for and the challenges of multimodel-driven software
development (MMSE), particularly focusing on evolving enterprise systems. We
have described a research agenda for developing the MMSE theory and tools
required to work with such systems, as well as a motivating scenario in the health



and social care domain. Currently, we are developing the MMSE infrastructure
for addressing the research objectives of this agenda in the health and social
care domain, and are identifying suitable enterprise systems scenarios with two
practicing health and social care partners.
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Abstract. Access control plays an important part in IT systems these
days. Specifically Role-Based Access Control (RBAC) has been widely
adopted in practice. One of the major challenges within the introduction
of RBAC into an organization is the policy definition. Modeling tech-
nologies provide support by allowing to design and to validate a policy.
In this work we apply a UML and OCL based domain-specific language
(DSL) to design and to analyze the access control of the conference man-
agement system EasyChair. For the first time EasyChair is formally de-
scribed in connection with RBAC. Our activities are located on three
levels: (a) the re-engineering of the system’s access control policy is lo-
cated at the policy level, (b) the framework level summarizes activities
concerning the RBAC metamodel (e.g. enhancements), and (c) at the
configuration level, we configure a concrete policy using the conference
management system options. As a result, both a DSL developed in pre-
vious work is checked for the need of enhancements, and the re-enginered
EasyChair access control policy is analyzed. For validation purposes a
frequently used UML/OCL validation tool is utilized.

Keywords: Metamodel, RBAC, Policy Analysis, Validation, UML, OCL

1 Introduction

Nowadays large organizations deal with a huge amount of data. Parts thereof
have to be protected so that no unauthorized access can occur. At this point,
access control comes into play.

Access control regulates who can access what kind of data under which circum-
stances. Different access control models exist. An access control model defines
the concepts available during the creation of an access control policy [19]. An
access control policy contains the concrete rules restricting access to objects in
an organization. Nowadays the Role-Based Access Control (RBAC) model [16] is
frequently used [13]. The idea behind RBAC is to prevent the direct assignment
of permissions to users. Instead roles are interposed. In 2004 RBAC was adopted
as an ANSI standard [2]. The initial RBAC model is referred to as RBAC, and
comprises the core concepts of roles, permissions, users, sessions and relations



between these concepts. It has been enhanced by additional concepts in further
versions of the RBAC model: RBAC; enhances the core RBAC model by adding
role hierarchies; RBACs introduces authorization constraints as restrictions on
the RBAC functions and relations. RBAC96 cumulates the features of RBACy,
RBAC; and RBAC,.

Since an organization’s access control policy is the basis for the decision whether
access to a resource is authorized or not, it is very important that the access
control policy meets the organization’s security requirements. However, often
access control policies are so complex that their rules get opaque. Often the for-
mulation of authorization constraints results in additional properties the policy
designer might not be aware of. That is why tool support for the design and
for the validation of access control policies is desirable. In [9] a domain-specific
language (DSL), based on the Unified Modeling Language (UML) [14] and the
Object Constraint Language (OCL) [20], is presented which allows for designing
and analyzing RBAC. For validation purposes, the UML-based specification en-
vironment (USE) [6] is applied. The organization’s security administrator who
faces the challenge of designing a policy for a large organization with a huge
amount of resources worthy of protection can deploy the RBAC framework and
in doing so is enabled to consider security requirements in early stages of software
development life-cycle.

In this contribution we analyze the implemented access control policy of the
EasyChair conference management and propose few minor modifications of the
original RBAC DSL. EasyChair [4] was selected because using roles and role-
based access control in the domain of scientific conferences seems obvious and
among the conference management systems EasyChair is most commonly used.
Since there was no documentation of the access control policy implemented by
the EasyChair developers, role engineering had to be conducted in the first
step. The EasyChair access control policy was reconstructed by (1) exploring
the graphical user interface (GUI) and (2) constructing typical workflows in the
work with the EasyChair system. In this way potential roles, accessible objects,
access operations and authorization constraints could be mined.

The rest of this paper is organized as follows: In Section 2 the DSL based ap-
proach is introduced. In Section 3 the RBAC DSL is deployed to visualize ex-
cerpts from the re-enginered EasyChair RBAC policy. Other related work is
presented in section 4. Section 5 concludes this work and commands a view on
further developments in the future.

2 The Deployed DSL Based Approach

This section firstly introduces the RBAC DSL and the applied validation tool
and based on this classifies the activities performed in our contribution.

2.1 RBAC DSL

The RBAC DSL allowing for the design and analysis of RBAC policies and
deployed in the following is presented in [9].



It is based on a metamodel, consisting of a UML description of the core RBAC
concepts and a set of authorization constraints expressed by OCL invariants.
The UML part defining the abstract syntax of the DSL is depicted in Figure 1.

User Access Level

PredSuccSnapshat

0.1
for e

Policy Level

MutuallyExclusive

id © String

wrtlzer Azsignment : Boalean
identicalSenior Allowed :
wtPermizsionAssignment | Boolean
witActiveRoles | Boolean

Boalean

Snapshot suce A WrtJuniprs : Boolean
successors(]: Set(Snapshot) i Enicsk Eloolelan
znapshat |1 |
RoleHierarchy MutuzllyExclusive
B
snapshatlse SEnior FoleA
PredSuccllser Role
0.1 natme : String
use - |pred maxhembers : Integer
User maxduniors : Integer
name : String exclusiveduniorsAllowed : Boolean
maxRoles ; Integer suce 0.1 | maxSeniors : Integer
maxRolesRespectingHierarchy : Boolean 2 MNBY | e s ssigrmentExciuzsives() - SettRole) ek
maxSessions : Integer UserAssignment permizsiondasignmentExciusives() | Set(Role) [required «
successors() : Set(User) LISEr + 1..* role| activeRolesExclusives() . SetiRale)
uzer |1 PredSuceSession juniQrSEchusi\:’es() :.Set(Rolej
Activellzer 0.4 .seqorsExcluswes(). Set(Role)
el pﬁad Junlgrs(): Set(Role)
= zeniors) | Set(Role)
Session R0 ActiveRoles recuired() : Set(Role)
ol String SESSi0n « + File T e
successors) : Set(Session) FEseEs 8
sessen ’1 narme ; String PrerequisiteRales
T p— Predsucciccess resourceBasedDynamicSeparation O fDuty : Boolean e —
historyBazedDynamicSeparstionOfDuty | Boolean - o
0.4 PrerequisitePermizsions
access |+ |pred resource |1 FESOUCE | * R
Access |succ.] permission |1.* reguirec
idd : String | #CCESS + AccessResource Permizzion
—EEEES Permis=ion | name : String dependent +
td 0T T T | masRales: Irteger
action| * .
= maxSessions | Integer
Accessfotion 1 action]  Action

name ;- String

Fig. 1. Structure of RBAC metamodel

A detailed description of the OCL invariants is presented in [7]. The RBAC
metamodel differentiates two levels: the dark gray shaded policy level and the
light gray user access level. The policy level involves all those elements from the
RBAC model the policy designer comes in contact with during the process of
the design of a policy. Among these are roles, users, permissions (represented
as actions on resources) and the relations between these elements such as user
assignment. Similar to the elements of the user access level, these elements are
represented as classes and associations. The user access level represents concrete



activities of users in the context of an access control policy. The concept of
snapshot allows for the specification of dynamic constraints. A concrete access
control policy is represented by an instantiation of the RBAC metamodel.

2.2 Validation Tool USE

The RBAC DSL serves as a basis for the validation. The validation is conducted
by the UML-based specification environment (USE) [6]. This tool can be used to
check if a policy design meets the intuition of a policy designer which is based on
organizations’ security requirements. In order to validate a security policy the
analyst has to generate system states representing the policy. System states are
represented as object diagrams. The development can be done by creation and
manipulation of objects, attributes and links on a GUI or by writing command
files. The created snapshots are compared with the specified RBAC model. If the
modeled system states violate the defined constraints the user obtains precise
feedback (cf. Figure 5) about the cause for the violation.

2.3 Analyst’s Activities

This work is based on previous work [9] and extends it. The use case diagram
in Figure 2 classifies the activities performed in the present work in the context
of preceding activities. The activities were located on three different levels: (a)
the upper part summarizes activities concerning the RBAC metamodel on the
framework level. (b) activities concerning the RBAC policy which is an instance
of the RBAC metamodel are located below at the policy level. (c) at the bottom
of the figure the configuration level is depicted. At this level a concrete access
control policy is configured. The analyst activities are promoted in the present
paper (highlighted through a bold rectangle in the figure). The analyst activities
span over all the three levels as we will describe in the following.

The original RBAC metamodel was developed by the RBAC metamodel devel-
opment team represented as an actor in the diagram. The remaining involved
actors are the EasyChair development team, the system’s end-user (conference
organization) and the analyst. We assume the EasyChair development team ini-
tially chose an access control model [19] at the beginning of the design phase of
EasyChair. Based on this decision it defined an access control policy. It is as-
sumed in this contribution, that EasyChair uses the RBAC model [16]. Finally
the EasyChair developers defined policy configuration options for the end-users
and implemented these and the according access control rules in the EasyChair
system. The organizer of a scientific event as the end-user of EasyChair makes
choices from the configuration options and customizes EasyChair to the needs
of the respective event this way. The analyst’s main activities are the policy
reengineering, the policy validation and the extension of the RBAC metamodel
if necessary. For the policy’s definition roles, permissions and authorization con-
straints had to be mined. In order to mine authorization constraints the analyst
also acted on the configuration level.
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Fig. 2. Classification of analyst’s activities

3 EasyChair RBAC Policy

In this section excerpts from the reverse engineered security policy of Easy-
Chair are presented. A more detailed modeling of EasyChair’s RBAC policy
is presented in [7]. The following modelings serve on the one hand as example
visualizations for the reverse engineered access control policy of EasyChair and
describe on the other hand possibilities to validate concrete system states against
a previously defined security policy. In the following figures, elements from the
policy level are shaded in gray.

3.1 Modeling of the Simplest Conference

The UML object diagram in Figure 3 serves as an introductory modeling. The
diagram represents the simplest of all possible academic conferences in Easy-
Chair. The diagram depicts three users that respectively access one resource by
three different actions one after another. In the first system state a user assigned
to role author writes a paper. This paper represents the accessible resource. In
the following state another user associated with the role pcMember reviews this
paper. In the final system state a user in the role chair decides on the acceptance
respectively the refusal of the paper. Security administrators would proceed in
the same way to create organization’s access control policies: by creating and
manipulating objects, links and attributes.
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Fig. 3. Representation of the simplest academic conference in EasyChair

3.2 Policy Validation Example: Missing Permission

The previous modeling served as a visualization of an excerpt from the pol-
icy. In the following sections examples of possibilities to analyze the policy are
presented.

In Figure 4, a concrete situation from the EasyChair system is depicted together
with the Class invariants view of the USE tool. The situation was manually
constructed on the basis of a concrete EasyChair configuration.

The policy specifies a permission for editing the administration area of Easy-
Chair. The so-called conference configuration is represented as a resource. The
user depicted in the left part of Figure 4 is associated to the role chair. Since
this role is associated with the necessary permission for editing the conference
configuration, no constraint is violated. The right part of the figure shows the
access of another user to the protected resource. This user is member of the
role pcMember. This role is not equipped with the needed permission. There-
fore the validation tool reports on a violation of an OCL constraint depicted in
Listing 1.1.
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Fig. 4. Policy validation example: missing permission



Listing 1.1. Invariant ActionsPermitted

context s:Session
inv ActionsPermitted:
s.access->forAll(a |
let neededPermissions = a.action.permission
->select(p | p.resource = a.resource) in
neededPermissions ->notEmpty () and
s.role.permission->union(s.role. juniors().permission)->asSet ()
->includesAll (neededPermissions))

The invariant ActionsPermitted serves as an example for the realization of
OCL restrictions on the RBAC functions and relations supplementing the UML
description of the RBAC concepts. The invariant in Listing 1.1 is defined in the
context of an RBAC session. A session is associated with users, roles and accesses.
It activates a user’s membership in a role and the concrete access to a resource.
As depicted in the RBAC metamodel in Figure 1, any number of accesses can be
made by a user activated in a session. The invariant specifies for all the accesses
that the activated roles have to be equipped with all the permissions that are
needed for the execution of the respective operation (represented as action in
the RBAC metamodel) on the regarded object (represented as resource in the
RBAC metamodel).

Figure 5 shows an excerpt from the Evaluation Browser view in the USE tool. It
enables a policy designer to identify the position where the constraint is violated.
The excerpt shows that a role exists that is not equipped with all the needed
permissions.
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Fig. 5. Feedback concerning constraint violation

3.3 Policy Validation Example: Handling of Dynamic Constraints

Whilst the preceding modeling investigated a restriction on the static level, the
following modeling serves as an example for the handling of dynamic constraints.
The aim is to model the following condition: a PC member is only allowed to read
the other PC member’s reviews if she has already submitted her own review.
In Figure 6 a state from the EasyChair system that violates this restriction is
depicted. The object diagram consists of two snapshots. In both of the snapshots
a user associated to the role pcMember is regarded. In the second snapshot the
regarded user accesses the other PC member’s reviews. This is only permitted
if there is an access to the resource through the write action first. However, this
access is missing here. So the validation tool again reports on a violation of an
OCL constraint responsible for the realization of this authorization constraint.
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Fig. 6. Policy validation example: handling of dynamic constraints

3.4 Metamodel Extension

The extensibility of the RBAC metamodel is shown in [17]: the metamodel is
extended by support of delegation and revocation concepts. In some places in
this contribution the modeling of the re-engineered EasyChair RBAC policy also
involved extensions to the original RBAC metamodel [9]. A detailed description
of the extensions is presented in [7]. For example the metamodel was extended to
prevent that reviewers have the same affiliation as authors. For the realization the
classes User and Action and the association class MutuallyExclusiveActions
were expanded. On top of this an additional invariant was introduced. The class
User was expanded by the attribute affiliation. The class Action was ex-
panded by an operation for identifying mutually exclusive Actions regarding the
attribute wrtAffiliation introduced to MutuallyExclusiveActions. These
ingredients are brought together by the OCL invariant checkAffiliation de-
fined in the context of the class Resource.

In the same way the RBAC metamodel can be extended if an organization’s
policy designer is confronted with situations that can be expressed by the existing
metamodel.

4 Related Work

A classification of RBAC related publications since the adoption of role theory
in information security [16] is presented in [5]. Three major classes of RBAC
research were identified in [15]. In the present paper, a hybrid approach for the
definition of roles was applied. Other approaches are top-down [12] and bottom-
up (also labeled as role mining). The RBAC framework consists of a family of
models [16]. Each family member represents an access control model. In the



present contribution a concrete access control policy is designed and analyzed.
The relationship between access control models and access control policies is
described in [19]. Interoperability problems of access control policies are ad-
dressed by the standard access control policy language XACML [21]. Juerjens
combined Model-driven development and security by integrating security related
information in UML [8]. Different approaches for modeling RBAC properties in
UML/OCL exist. In [10] a UML profile for a modeling environment is presented.
The approach uses (customized) class diagrams and activity diagrams. For verifi-
cation of RBAC properties, OCL is applied. In [18] UML is also used to describe
security policies. Contrary to our approach the UML models are transformed to
Alloy for analysis purposes. An access control policy analysis approach for mo-
bile applications using the UPPAAL model checker is presented in [1]. A survey
of Model-driven security offers [3].

5 Conclusion and Future Work

In this contribution, we have successfully applied a UML and OCL based DSL
for the investigation of a concrete access control policy. In doing so, the DSL
itself was validated and described how the DSL in combination with a UML and
OCL validation tool can be employed to discover and eliminate undesired policy
properties which do not meet the security requirements.

The policy design and validation were carried out by the same group of persons.
In order to validate concrete system states against a previously defined policy,
a separation of the responsibilities as in software quality management [11] is of
prime importance. Since the conducted role mining based on the exploration of
the GUI, simulation of concrete work steps in EasyChair and interviews with
domain experts the policy designed for investigation already based on findings of
the investigation. This is why in this work the RBAC DSL was primary applied
to formalize and visualize the reengineered RBAC policy of EasyChair.

For the future, an automatic transformation from concrete RBAC policies into
concrete syntax used by RBAC DSL (USE) would be desirable. To harmonize
the different application-specific access control policy languages the language
XACML was developed. A further step could be to develop a transformation of
the XACML representation of a policy to the USE syntax. The other direction,
namely the transformation from RBAC policy formulated in RBAC DSL into
a representation supported by concrete target systems like Tivoli or DirXMeta-
Role, could be of interest as well.

Moreover, the usability of the applied approach has to be improved. For example
at the moment the policy level and the user access level have to be modeled in
the same diagram. Separate diagrams and syntactic representations of (our DSL)
modeling elements would improve usability within an enterprise.

Another interesting aspect that has to be considered in future work is the evolu-
tion of the RBAC metamodel. This comprises among other things the develop-
ment of a concept for handling different metamodel versions and both domain-
specific metamodel changes and ones concerning access control model concepts.
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Abstract. The abstraction gap between organization models and mod-
els of software artifacts is of fundamental ontological nature, and bridging
this gap cannot be achieved with solutions located either on the techno-
logical abstraction level or on the conceptual level separately.

The work presented in this article describes a meta-model based ap-
proach to explicate design decisions on how to map conceptual organiza-
tional model constructs to software implementation specifications, from
which software for supporting an organization’s work can subsequently
be developed or generated. With the described meta-model patterns,
one methodical component of a development method is made available
to systematically guide the development of enterprise software systems,
based on knowledge given in organization models.

Keywords: Organization Modeling, Software Development, Business
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1 Aligning organization models and software
implementation

One central research goal in information systems science is to achieve an align-
ment between conceptualized enterprise models (EMs) and the enterprise sys-
tems (ESs) that are used to support their realization [7,10]. With the use of
information technology (IT) systems as supporting units in organizations, this
task also covers the behavior of software, and it becomes a managerial task to
make sure that software systems in organizations operate in alignment with their
business purpose [5].

From this constellation, a dilemma arises in managing organizations. On the
one hand, it is an inherent managerial task to align the ideas and conceptual-
izations of strategic goals with the real actions going on in an organization. On
the other hand, once software gets involved, a high degree of technical expertise
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is required to understand the operation of software, or even to develop software
according to intended managerial conceptualizations.

Traditionally, there is a methodical gap between describing organizational
structures and processes on the one hand, and software components and func-
tionality on the other hand, because organizations and software systems are
understood and constructed with different terminology and on different levels of
abstractions, typically also by differently educated groups of people.

In EMs, dedicated modeling language elements are used to express knowledge
about structures and processes in organizations, e. g., about who is responsible
for performing actions, involved resources, and strategic goals intended to be re-
alized by organizational means. With the use of EMs, a chance opens up to closer
involve the users of software systems into the process of developing and configur-
ing software. Building software from enterprise models is desirable, because once
a dedicated relationship between enterprise models and software functionality
has been established by a development method, involved users and responsible
stakeholders can adapt the software according to their business needs, without
having to deal with programming or technical details.

This article investigates the research question, how design decisions made
during a development process from conceptual organization models to ESs can
be formally captured in a model structure, and thus be made available to fur-
ther automatic evaluation, e. g., to code generation mechanism or runtime in-
terpreters. This is done by elaborating a set of meta-model patterns, which
allow to instantiate model instances that carry knowledge about how conceptual
model elements are understood in technical terms. Incorporating these patterns
as parts of meta-models of intermediate models used during the software devel-
opment process provides one possible solution for capturing design decisions in
the desired way, and further make use of this formalized knowledge in a partially
automatized software development process.

The following section takes a look at existing research that has covered com-
parable work or is located in the same area of research. Section 3 presents the
introduced meta-modeling patterns and sketches some methodical steps, which
would embed the use of these patterns into an overall software development
method to get from organizational EMs to supporting ESs. In section 4, an ex-
ample of applying the proposed approach in a prototypical ES development set-
ting is presented. The final section 5 summarizes the presented work and takes a
look at how the suggestions can further be integrated with other methodological
research in the field of organization modeling.

2 Related work

A number of research questions are addressed when enterprise models are con-
sulted for deriving executable software, especially when business process models
are to be interpreted as executable workflow models.

In [15], a method is suggested to convert models in the Business Process
Modeling Notation (BPMN) to executable Business Process Execution Language
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(BPEL) workflows. Other process modeling languages are not looked at, neither
are other enterprise perspectives, such as organization models. The method is
limited to generate BPEL models, which are to be manually revised by software
developers.

Another approach for “bridging the gap between business models and work-
flow specifications” is discussed in [2]. The central idea of the proposed procedure
is to methodically guide human modelers, i. e., domain stakeholders, architects
and developers, through a process of human modeling actions to transform a
given conceptual business process model to an executable workflow model. The
methodical procedure is designed in a way to ensure that the resulting workflow
model fulfills the criterion of the soundness meta-property.

In [1], an approach is suggested, which explicates relationships between con-
ceptual elements in business process models, and workflow elements, through
an individual type of model, called the Business-IT Mapping Model (BIMM).
The approach appears like a specialization of the one presented here, since the
general notion of an explicit mapping between business-level model concepts and
implementation concepts using a mapping model is a building block in this work.
The approach, however, is not generalized to map to arbitrary variants of target
architecture platforms expressed via implementation strategy meta-models.

Enterprise models comprise more than business process models only, such as
actor and resource models, business rule models, or goal models. This is taken
into account by [17], in which a general methodical approach is suggested for
developing software from EMs. The approach uses a specifically adapted con-
ceptual modeling language to capture enterprise knowledge. Additionally, sev-
eral link types are introduced, instances of which can reference from elements of
the conceptual model to elements of implementation-level modeling languages.
Implementation-level elements are not further described by the proposed ap-
proach, it seems to be inherently assumed that existing modeling techniques for
technical artifacts can directly be applied for this task.

[12,16] discuss a number of conceptual mismatches between BPMN (8] and
BPEL [11,13], which in the first place is BPMN’s flow oriented process mod-
els, versus BPEL’s block-oriented approach. A flow-oriented way of modeling
processes makes use of interconnecting sequence elements between individual
process-members (i. e., between process-steps and events, if applicable). In con-
trast to the flow approach, a block-oriented way of expressing sequence-flows
makes use of specific language constructs, which determine, in what way in-
ner elements of the block are executed, e. g., If-blocks to express conditions,
While-blocks to form loops, or Flow-blocks to indicate parallelism.

Development methods, which consult models for expressing different layers
of system abstraction in a software development process, can generally be sub-
sumed under the term Model-Driven Architecture (MDA) [14]. Although MDA
approaches make use of the notions of computation independent models (CIMs),
platform independent models (PIMs), and platform specific models (PSMs), they
only consider isolated models on each of these abstraction layers, without inter-
linking constructs that capture the design decisions leading from one level to the
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other. The meta-model patterns presented in the work at hand provide orthog-
onal modeling constructs which fulfil this task, and can potentially be used in
combination with the standard model types suggested by MDA.

3 Meta-model patterns for bridging between different
levels of abstraction

Methodical means for performing the required bridging between abstract domain-
specific enterprise model concepts on the one hand, and technically concrete
constructs describing desired target output artifacts on the other hand, can be
offered by explicit language constructs in a dedicated mapping model language.
A mapping model entry is a modeling construct, which allows to formally express
how conceptual elements from the enterprise models are interpreted in technical
terms. The use of such a construct as a central part of the development procedure
allows for a controlled bridging between both levels of abstraction.

Traditional business conceptualizations regard ESs as a kind of I'T resources
that are involved when performing specific processes [3]. However, this conceptu-
alization does not allow for understanding ESs as a kind of formal representation
of parts of the organization itself. Since ESs are actively acting automatic entities
inside the organization, these entities necessarily encapsulate formal knowledge
about the organizational action system and the process contexts they are ap-
plied in. In this sense, ESs are more than production resources to foster efficient
process execution. They both reflect and shape the processes they are involved
in.

As a consequence, in descriptions of organizations’ action systems, there is
an internal connection between the action system, and the ESs that occur as
part of these descriptions. Whenever an ES is incorporated in the description
of an organization’s action system, it can be inherently assumed that the ES
contains formal internal descriptions of selected aspects of the action system, too,
since otherwise the software could not successfully contribute to the processes
it is intended to support. This connection makes it attractive to reason about a
software development approach which interconnects both EMs and ESs, as it is
carried out in this work, and justifies the assumption that it is possible to derive
formal software system descriptions from organization models using a defined
engineering method.

Implementation strategies represent formalized descriptions of technical de-
sign decisions about the desired software system to be developed or configured,
on a computation dependent, yet platform independent, level. They serve as
bridge concepts between the interpretation of enterprise models, and technical
realizations of software artifacts. With the notion of implementation strategies,
a group of model elements is introduced into the software development process,
which can systematically capture design decisions made during system devel-
opment. Which implementation strategies to apply, is either decided by human
software architects and developers, or automatic rules can be formulated before-
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hand, which allow the automatic association of implementation strategies with
enterprise model concepts.

Implementation strategies can additionally be enriched by human-readable
descriptions of the design rationales behind the chosen decision, which offers an
additional level of documentation and justification of design decisions taken to
build an overall system.

After implementation strategies are specified and referenced from a mapping
model, code generation templates can be used to transform the chosen imple-
mentation strategies to software artifacts. Fig. 1 sketches the idea behind a
mapping model entry relating implementation strategies on the right-hand-side
to conceptual model elements of the left-hand-side.

Enterprise Model

Implementation

Mapping Association
Strategy

Concept

configuration
details (optional)

Fig. 1: Pattern of a single mapping association

Examples of implementation strategies used to describe the implementation
of web applications are shown in the meta-model excerpt in Fig. 4. They describe
dedicated technological means available in a web application setting, without
already specifying implementation details on how the technology is realized.

The implementation strategy concept provides an abstraction over techno-
logical artifacts, while not being concerned with the actual implementation of
these artifacts. This way, it offers an adequate means of abstraction to serve
the purpose of a linking concept between interpreted domain-specific concepts
in enterprise models on the one hand, and design decisions for their technical
realizations on the other hand.

A formal meta-model representation of the mapping between a process step
element in a business process, and one or more assigned process step implemen-
tation strategies, is shown in Fig. 2 a). The abstract meta-class ProcessMember
on the left-hand-side represents a business process step specified in a concep-
tual business process model. AbstractProcessMemberImplementation on the
right-hand-side is a place-holder for any possible concrete implementation strat-
egy that can be decided to be applied to the given business process element,
depending on technical capabilities available for the ESs to be created or config-
ured. The meta-class ProcessMemberMapping in the middle represents the type
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of a binding element, which declares an instance of the specified mapping when
design decisions are captured in models of this meta-model pattern.

Reasonable mapping structures for capturing knowledge about how to bridge
between different perspectives and levels of abstraction need not simply consist
of a one-to-many mapping from an organization model element to implementa-
tion strategies. Instead, the meta-model patterns suggested here cover specific
semantic aspects of different conceptual elements in organization models. As
a consequence, the mapping of process sequence steps, which interconnect in-
dividual process steps in business process models, resolves to specifying three
independent dimensions of what it means to proceed a step further in a process.
From a conceptual point of view, sequences may lead across boundaries of actor
responsibilities, resources and spatial or timely distribution. To provide sufficient
design decision knowledge about the implementation of sequence concepts, both
aspects of either passing the control flow to a different actor, and/or passing the
control flow to another spatially distributed system responsible for performing
the next process-step now or later, have to be taken into account. A third or-
thogonal dimension is the handling of conditions, under which sequence steps
are taken or ignored.

These three dimensions of sequence implementations are represented by the
corresponding meta-classes AbstractActorResolverImplementation, Abstract-
ControlFlowImplementation, and AbstractConditionImplementation in the
meta-model pattern. Fig. 2 b) shows the corresponding meta-model excerpt of
this example.

Other meta-model patterns for mapping actor concepts, resource concepts,
and other types of enterprise model elements, can be constructed accordingly.

The combined use of a mapping model and implementation strategies pro-
vides dedicated methodical abstractions for coping with the requirements to
bridge the abstraction gaps between conceptual enterprise model specifications,
and ES implementations.

4 Example application

This section introduces a simple web shop example to demonstrate the use of
the proposed approach. The example uses enterprise models in the MEMO [4]
language as conceptual models describing the socio-technical environment of the
software to be generated. The application architecture resembles a traditional
web application environment, with web-server and web-client running on physi-
cally remote machines, communicating through the internet via the Hyper-Text
Transfer Protocol (HTTP).

Fig. 3 shows an excerpt from the MEMO process control flow model in the
example, in which organizational roles and resources from other perspectives are
referenced.

The meta-classes suggested by the web implementation strategy meta-model
are shown in Fig. 4, and described in the following. To enrich the set of avail-
able event implementation strategies, the EventLinkHasBeenFollowed meta-
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= = =
2] L] [
Product List Order Web Browser
< Customer > < Customer >
2o ~ AE o
AT 3 AT @
Select products Products Fill-in order form
from catalog are selected or cancel

Fig. 3: Excerpt from a MEMO process control flow model referencing elements
from other organization model perspectives

class has been included in the meta-model as a subclass of the mapping meta-
model’s abstract meta-class ArchitectureSpecificEventImplementation. It
allows to describe that an ES reacts on user actions on a web page.

To resolve concrete users that fulfill an actor role, the WebSessionUser meta-
class is part of the meta-model. It subclasses the abstract meta-class Architec—
tureSpecificActorResolverImplementation from the mapping meta-model,
and allows to describe an additional actor resolver implementation strategy,
implemented e. g. based on session ids. Session ids are a concept specifically
available on the underlying technological platform of web applications.

5 Conclusion and future work

The presented approach forms one building block of an overall development
method for creating ESs from EMs; which is described elsewhere [6]. The de-
scribed model types, the mapping model, and one or more implementation strat-
egy models, can be integrated into various possible procedures for deriving soft-
ware from conceptual models. They offer a general construct for explicating
understanding of two distinct conceptual domains, and corresponding interre-
lationships expressed for the purpose of deriving software functionality from
organization models.

One proposal of such an overall development method has been made in [6].
Further methodical integrations are subject to future research, possibly the pro-
posed approach can be used within existing methodical frameworks, such as the
Rational Unified Process (RUP) [9].

Applications for the proposed meta-modeling patterns other than software
development are possible. When examining the possible range of mappings that
can be constructed between organization models and software models, research
on the semantics of conceptual modeling languages is inherently part of the eval-
uation. In combination with this work, further theoretical insight can be gained
into the expressiveness of organization and enterprise modeling languages, which
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can result in scientifically justified suggestions for improving future organization
modeling languages.

H ArchitectureSpecificEventimplementation (2]
(From mapping)

[E EventLinkHasBeenFollowed |
[ I
[ |

H ArchitectureSpecificActorResolverimplementatio ]
(From mapping)

[ [ WebSessionUser |

E ArchitectureSpecificUserinteractid®]
(from mapping)

T

[ Link |
{ [Ttk

Fig. 4: Example implementation strategy meta-model excerpt for a web applica-
tion architecture
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Abstract. Model Driven Engineering (MDE) is often applied to support soft-
ware engineering processes (i.e., from reverse to forward engineering, including
maintenance and/or evolution tasks). However, as promoted by the Model
Driven Organization (MDO) initiative, it can also be relevant in more business-
oriented and strategic decision-making activities such as Enterprise Architec-
ture (EA). EA is the process of translating business vision and strategy into ef-
fective change by better describing the enterprise's future state and thus enable
its evolution. Even if several approaches have already proposed different kinds
of support to deal with the company’s EA, an integrated MDE framework com-
bining EA data federation, EA standard adaptation and multiple viewpoint sup-
port is still missing. This paper reports on our ongoing experience of building
the TEAP MDE framework (based on the TOGAF standard and SmartEA tool-
ing) notably addressing these three challenges in an industrial EA context.

Keywords: MDE, EA, Federation, Adaptation, Traceability, View/viewpoint.

1 Introduction and Motivation

Model Driven Engineering (MDE) has already been largely applied in the general
context of supporting software engineering processes (concerning both forward and
reverse engineering) or when dealing with interoperability problems (e.g., data ex-
change, component adaptation) between different systems, environments, tools, etc.
More recently, the so-called Model Driven Organization (MDO) initiative has been
showing that (business-) strategic or decisional levels within companies, administra-
tions, etc. could also benefit similarly from the application of MDE.

In this area, Enterprise Architecture (EA) [6] implies the effective representation
and manipulation of many different aspects of an organization, such as notably its
information system as well as depending services and people. There have been differ-
ent initiatives during the last 30 years aiming to provide a unified EA representation



framework, from the widely known Zachman Framework [21] to the U.S. DoDAF
[9], British MODAF [15], Open Group ArchiMate [8] and currently the Open Group
TOGAF standard [18]. However, fully and efficiently coping with EA is a real chal-
lenge [7] despite of the existing tools [14]. Thus Modeling, in the very large sense of
dealing with representations of reality, has already been proposed as a possible solu-
tion in the EA context [5] although real effective applications of MDE have been
much rarer. Among them we can cite LEAP [3], which provides a light and generic
EA framework and language aiming notably at facilitating the analysis of EA repre-
sentations (models) via their execution/simulation.

Complementary to this initiative, the main objective of our TOGAF Enterprise Ar-
chitecture Platform (TEAP) collaborative project [19] is to provide (benefiting from
MDE capabilities) a lightweight support to other standard industrial EA activities,
more particularly to EA governance and decisional processes as commonly performed
manually by the enterprise architects. In particular, the industrial partners in TEAP
(namely Capgemini, DCNS and Obeo), based on their long-term expertise in EA and
their concrete use cases, have identified some MDO shortcomings:

1. The capability of obtaining an initial cartography of the organization’s system
(here in terms of EA) from the relevant available information and data.

2. A standard (EA) representation facilitating interoperability that, at the same time,
is flexible enough to be specialized for specific contexts and scenarios.

3. Support for the efficient handling of several views over the organization’s system
according to different viewpoints (here business, functional, technical, etc.).

The paper reports on the TEAP ongoing experience to target these MDO limita-
tions in an industrial context while identifying relevant improvements to the MDE
techniques themselves. We focus on three main MDE-based approaches allowing to:

o Federate heterogeneous data sources to integrate relevant EA information.

e Adapt more easily a standard EA solution to customer needs and potentially trace
its different usages.

o Support multiple views/viewpoints over the same EA repository.

Resulting from this TEAP project, the SmartEA [17] tooling (continuously under
development) is implementing a model-based EA framework integrating progressive-
ly the three MDE-based approaches mentioned before. Sections 2, 3 and 4 respective-
ly introduce them with more details. Section 5 concludes by discussing our experience
in TEAP and by summarizing both ongoing and future related works.

2 Model Driven Federation of Heterogeneous Data Sources

Within the context of EA, the amount of information to be considered is very large.
Moreover, it can come in many different forms and quality levels (e.g., date, origin,
completeness, relevance, etc.) and from several distinct data sources (e.g., XML doc-
uments, Excel files, databases, documentation, etc.). For the architects to deal more
efficiently with this heterogeneity, it is important to provide them with a more ad-



vanced support for (semi-)automatically initiating their EA representation from this
plethora of available data. For instance, the business processes of the organization are
often already documented, at least partially or in a semi-structured format (e.g., in
Excel). Thus, being able to create some EA representations from this business process
information would be very helpful according to our industrial partners.

We call data federation such a “discovery + integration” process that populates an
initial repository of interconnected models representing the company’s EA.
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Fig. 1. Overview of the TEAP model driven data federation architecture

As shown in Fig. 1, our repository stores EA models (that conform to ACF, our
TOGAF implementation). The objective is to get early model representations of the
information from the different data sources so that we can benefit from MDE tech-
niques when analyzing/handling them. Thus, model discoverers [1] have been imple-
mented to automatically inject the needed initial data models (#1 in previous figure).
Model-to-model transformations are then specifying the required data-to-EA trans-
formations (#2 in figure), using DSLs (e.g., ATL [4]) or GPLs with model handling
APIs (e.g., Java with EMF [13]). Finally, newly generated EA models can be inte-
grated as part of the reference EA model(s) thanks to automated model comparison
followed by manual merging decision (e.g., using EMF Compare [11]) (#3 in figure).

3 Model Driven Adaptability

Another fundamental characteristic of EA is the need for adaptability. Even if based
on a well-known standard representation (e.g., TOGAF [18]), the concrete application
of EA in different organizations often requires extending or specializing the core EA
metamodel by reusing concepts coming from other metamodels. For instance, in our
case, the core TOGAF metamodel had to be directly related with BPMN for business
processes and Reqlf for requirements specifications: the EA information could more
easily be linked to the data coming from different teams inside the company.



Within the context of TEAP, we address these two aspects of adaptability and cor-
responding traceability (between the extended EA elements and the related ones)
from an MDE perspective. We first establish links (with different semantics such as
extension, trace, etc.) between elements from two or more models. These links are
then used to provide a global integrated representation of the different involved mod-
els, thus proposing a more general picture of the EA.
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Fig. 2. Overview of the TEAP model driven adaptability and traceability architecture

As shown in Fig. 2, our proposal combines model weaving and virtualization tech-
niques. Virtualization (Virtual EMF [20]) allows transparently accessing a set of re-
lated models as if they were composing a single model. The possible link types are
defined at metamodel-level in a reusable mapping model (a weaving model) using
different kinds of relationships (e.g., isEquivalentTo, extends, refines, etc.). Once such
a mapping is specified (creating the virtual metamodel), a virtual model is automati-
cally available based on a particular links model (i.e., model element-level links).

4 Multiple Model Views/Viewpoints Over a Central Repository

EA is about establishing an integrated representation of a whole organization. This is
challenging as it implies visualizing EA models that can be very large and complex,
notably because of the many different EA building blocks addressing several aspects
of organizations (e.g., strategic, organizational, technological, etc.). Thus, for the
framework to be actually usable, several interconnected views over the same EA re-
pository are needed, targeting different user types/roles. This requires having specific
viewpoints on the EA data, combining one or more predefined views.

As working with Obeo in the project, we rely on Obeo Designer [16] to support the
smooth integration of several views, distinct or complementary, while working on a
central EA repository. As shown on Fig. 3, this tool allows the definition of different



graphical representations for the same model element. Thus, an element is displayed
in one form or the other depending on the user’s role or activity type, using an auto-
mated lock mechanism. Each viewpoint corresponds to a set of specified representa-
tions: diagrams, tables, matrices or trees that can be modified and/or extended if nec-
essary. To realize this, Obeo Designer combines MDE techniques for model handling
(EMF [13]), model comparison (EMF Compare [11]), graphical editing (GMF [12])
and model distribution (CDO [10]). The coupling between the concrete representa-
tions and the abstract syntax is minimized as much as possible to favor reusability.
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Fig. 3. Overview of the TEAP multiple model views/viewpoints

5 Discussion and Further Works

Based on our experience so far in the TEAP project, we can say that the effective
combination and integration of several MDE techniques have shown to be able to
bring benefits to some of the current industrial MDO shortcomings. This is particular-
ly true when dealing with problems related to heterogeneity, adaptability or visualiza-
tion. However, the main finding is that some adaptations and/or improvements from
an MDE perspective have been necessary in order to tackle the targeted MDO chal-
lenges. This has notably been realized based on the constructive feedback received
from the different EA experts (i.e., the end-users in our case) involved in the project.
Some of these aspects are the following. Working on the federation problem, we
have to deal with quite different data sources (e.g., Excel sheets, Power Point sche-
mas) than the ones usually considered in more standard Model Driven Reverse Engi-
neering processes (source code, XML files, etc.). This is forcing us to modify the
available model discovery support and to regularly upgrade it with new supported
input formats, only having a partial (explicit) structure in some cases. While address-
ing the adaptability/traceability issue using model virtualization techniques, the tool
integration aspects have highlighted the necessity of being able to virtualize not only
models but also metamodels (which was not the case before). This has notably been
required to improve model virtualization usability with already existing solutions



(e.g., SmartEA in TEAP). Finally, concerning multiple views/viewpoints, we have
realized that the problem was not so much on the tooling/feature side but rather on the
human aspects: more particularly, how to agree on the best concrete syntax (i.e., rep-
resentation) to use for each specific and different group of users [2].

We are convinced that the work in the project will continue to help us getting new
relevant concrete insights, not only on how MDE can benefit EA (and potentially
other related fields) but also on how EA, as a natural application field for MDE, can
be valuable to guide the improvement of some of the current MDE techniques.

Acknowledgements. This work is funded by the DGCIS and the Pays de la Loire
region (French FUI #13 - TEAP). We also thank Pierre-Xavier Fouille from DCNS
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Abstract. Leading an enterprise requires, obviously, decision making.
However, these decisions require explanations in order to make it possible
for stakeholders to get an understanding about the enterprise’s strategic
direction. This is even more important when these stakeholders are in
charge to transpose such strategic decision into their tactical or opera-
tional work. Enterprise modelling may be capable of depicting strategies
per se, but it is rather a vessel of communication than of explanation.
Whilst, a strategy may be accordingly modelled, those who receive such
a model needs to purposeful interpret and successfully implement it.
However, without any insights, justifications or references that go be-
yond the claim of a model, it is difficult to embrace the theory of the
actual modeller. Therefore, in this paper argumentative modelling will
be specifically applied to the domain of strategic management. Moreover
it will be elucidated how modelled strategic arguments can be used as a
basis for enterprise architecture alignment and management. As it will
be shown in the paper, the application of argumentative modelling over-
comes classical restrictions and makes it possible to support a discourse,
which can be later on used as an explanation for the intentions of the
modeller.

1 Introduction

Strategies are a central component of the enterprise’s success [1], as they guide
the enterprise within an often unstable environment as well as they position the
enterprise within a competitive and challenging market. So, whether the strate-
gies are planned or emergent [2], they decide about the transition of the external
requirements into business values by means of the enterprise’s resources and ca-
pabilities. Although the strategy of an enterprise shall be incorporate by every
artefact of the enterprise, the impact is often difficult to measure. This relates
mainly to the often natural-language-based spread strategies [3]. Despite the
available approaches for providing a strategy by means of a conceptual model
[4] and further the consideration of strategic aspects in enterprise architectures
[5], a possible benefit of the conceptualisation of a strategy is missing. For exam-
ple, based on the strategy itself, the management, the argumentative evaluation
of and reasoning about I'T-artefacts is not possible, because of rather straight-
forward perspective on enterprise transformations [6, pp. 11-14]. Therefore the



motivation of conceptualising the strategy for documentary reasons may be not
sufficient to take the extra effort.

In order to motivate the relevance for conceptualising a strategy accord-
ingly, in this paper, the concept of a strategic argument will be introduced that
was derived from the theory of argument by STEPHEN TOULMIN and explicitly
from the conception of such an argumentative theory for modelling languages,
namely the Argumentative Modelling Language [7]. Thereby, a relation between
an IT-artefact and the respective part of the strategy becomes obvious, which
enables a possible justification of the IT-artefact and further the motivation for
an adaptation of the artefact based on changing conditions. The rest of the paper
is outlined as follows. Initially, the theoretical conception behind the strategic
argument is introduced in section 2. Following, the conception of the strategic
argument as well as its relation towards both, the strategic and enterprise archi-
tecture management will be discussed in section 3. Successively, the approach
will be evaluated in a case study in section 4. Lastly, the paper ends with a
conclusion in section 5.

2 The Argumentation Modelling Language

The Argumentation Modelling Language (ArgML) was derived from the work
by STEPHEN T OULMIN, who proposed an argumentation theory from the field of
jurisprudence [8]. Using a form of argument as proposed by the ArgML, enables
the depiction of the theory that lies behind a conceptual model [9, 10]. Moreover
the form of argument as proposed by TOULMIN enables an evaluation of the
underlying theory [11]. The conception of the ArgML is a complete exclusion of
natural language and exclusive to semi-formal modelling languages, respectively
domain-specific modelling languages. So any argument proposed by means of the
ArgML follows a strictly specified syntax and is interpretable by clearly defined
semantics. Therewith the abstract syntax of the ArgML is given by Figure 1.
A detailed explanation of the key concepts that are either adopted based on
ToOULMIN’S theory or added with respect to requirements of the formalisation
process.

The prime concept is the argument. Any argument is a container for a mul-
titude of claims and their rebuttals. An arguments comprises claims that are
specified by means of an uniquely chosen language. Generally, such a language
should satisfy the purposes of the resulting model, so usually a domain-specific
language should be chosen that can be characterised as semi-formal. Therewith,
its specification offers various concepts for expressing claims. Every claim that
is included by the argument and specified by the respective language embodies
knowledge, which shall be established. It is expressed through a model, which
follows the syntax of the respective argument’s associated language. Respec-
tively, a model is an instance of the chosen language of an argument used for
expressing the designated claims. As the knowledge offered by claims may be-
come established, those claims will be delegated by grounds in order to propose,
respectively establish, new and upcoming knowledge by means of new claims. To



conclude from grounds to claims, warrants define the implication from already
grounded knowledge to newly claimed knowledge. Warrants as well as qualifiers
are universal expressions, which are specified by the OCL. However, qualifiers
define the validity of the qualifying claim. If the qualifier is satisfied, the claim
is valid. A qualifier is expressed through OCL. Both the warrants and qualifiers
refer explicitly to the different concepts offered by the language by means of
their OCL expressions. Finally, a rebuttal is a further claim that contradicts a
previous made claim, by means of conflicting statements. Based on the semi-
formal language specification the resulting contradictions can be automatically
identified.

Based on such formalisation, which are embodied by the abstract syntax
of the ArgML (cf. Figure 1), the formalisation of arguments based on domain-
specific languages becomes possible. With the use of semi-formal arguments, the
actual discourse, which was held by the respective modeller, can be compre-
hended afterwards. Additionally, from the discourse, the actual resulting model
can be derived, by combining the various different and valid claims. [7]

[ Wit possadxo

Fig. 1. Toulmin’s Argumentation Theory [7]

3 Modelled Arguments of the Domain of Strategic
Management

3.1 Phases of Strategic Management

With respect to strategic management, the strategic management process (SMP)
[12] shall be used as a basis for alignment of the succeeding work. The SMP basi-
cally can be divided by four different phases. These are the analysis, specification,
implementation and control phase. During the analysis phase, the SMP evaluates
the environment as well as the enterprises possibilities and resources. Hence, the
strength and weaknesses as well as the opportunities and challenges faced by the
enterprise are evaluated. Subsequently, during the specification phase, a strategy
will be stated that should be pursued by the enterprise. The strategy provides
a plan for achieving a certain set of goals that were defined with respect to the



previous analyses. After the specification, the strategy will be implemented and
enacted. Hence, the strategy finds its concretisation by means of the different
actions taken by the employees of the enterprise. Finally, the proper implementa-
tion needs to be audited during the control phase. Mainly the two initial phases
are of relevance for the proposed approach, as these focus rather on concepts.
With respect to the argumentation theory, the analysis phase provides facts on
which strategic steps that claim the complete strategy may be grounded. Addi-
tionally, further concepts are needed that justify a strategic step on the facts of
the analyses.

3.2 Strategic Arguments

Applying the ArgML to a specific domain, namely the strategic management,
requires the various concepts of the ArgML to become domain-specific. Respec-
tively, the concepts need to be adapted or specialised towards the specific re-
quirements of the specific domain. Thereby, the ArgML represents a certain
reference model [13], which has to be adapted towards the requirements of the
specific domain, namely strategic management. Therefore, the ArgML has to
support the grounding of claimed strategic steps. Based on their grounding, it
needs to possible to justify the strategic steps regarding their expected benefit
and practicability [14, pp. 53-130].

So arguing a strategy requires at least two parts: the explanation of the
possibility, respectively if it’s possible to resolve the strategy and there is a need
for explaining the expected benefit is. Both these parts can be structured by
means of the concepts of the ArgML. Beginning with the claim, which represent a
certain statements that is sought to be established; its purpose is the proposition
of a specific, rather atomic, strategic step. Based on this multitude of claims,
those that ultimately become valid form the actual strategy of the enterprise [4].

Nevertheless, the proposed claims need to be grounded in order to justify the
strategic argument with respect to the expected benefit and the practicability.
Thereby, a ground of the ArgML is specialised by a strategic argument to any
circumstance either owned by the enterprise as a form of resource or inhabited in
the external environment. Accordingly, grounding on the enterprise’s resources
further justifies the possibility to implement the strategic step by the enterprise.
Grounding on the environment, enables the elucidation whether a strategic step
leads to a better position within the market or improves the overall competitive-
ness. S0, a ground is a statement about an irrefutable state of the enterprise or its
environment. So with having both concepts applied to the strategic management
domain, the phase of analysis and specification of the strategic management can
be purposefully supported by means of conceptual models.

To simply refer to a ground from a claim jeopardises the chance for insights,
rebuttals and onward improvement [15]. Thereby, explanations are required that
describe a certain design for realising a specific set strategy, against other possible
design decisions. The concepts of a qualifier, enables a more specific statement
about the required resources and external requirements. The qualifier embodies
a certain set of rules that are capable of evaluating the grounds properly in order



to make a statement about the practicability of the strategic step. If for exam-
ple, the enterprise owns a certain I'T-System, a strategic argument might refer
to such a resource. However, the qualifier is able to state the exact amount of
time this IT-System will be needed for the realisation. Thereby, refutations be-
tween two arguments, namely rebuttals can be identified based on the references
and whether the respective requirements can be aligned or not. The concept of
a warrant in a strategic argument represent the possible benefit the enterprise
might have with following a specific strategic step. Hence, it must provide the
conclusion for realising a strategic step, which is in the case of strategic man-
agement, the achievement of a specific strategic goal. Such a goal represents a
change in the external or internal circumstances that ultimately should lead to a
better position of the enterprise. Thereby within the perspective of argumenta-
tion, a strategic goal shall be viewed as a transition from a current to a desired
future state. Next to the desired benefits, the warrant further has to provide the
expected effort, which has to further be accounted by the prediction of a future
state. On account of this, the warrant reveals the sense of pursuing a strate-
gic step based on the circumstances of the enterprise. Ultimately the general
conceptualisation can be gained from Figure 2.
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Fig. 2. Conception of a Strategic Argument

3.3 Implementation of Strategic Arguments within an Enterprise
Architecture

As it was elucidated in the previous chapter, the strategic arguments can be used
for the specific requirements evolved with reference to the analysis and specifi-
cation of the enterprise’s strategy. However, in order to illustrate the beneficial
contribution, the concept of enterprise architecture management as a reference
for the evaluation of possible applications of strategic arguments within the
enterprise. An enterprise architecture subsumes the relevant artefact for the en-
terprise and their interrelation [16, 17]. In general, these artefacts are considered
with strategical, such as product and services, as well as process, application and
technological related issues [5, 18].



For the general purposes of this paper, the LEAP approach [19] was cho-
sen, which represents a lightweight, component and layer based approach for
enterprise architecture management. The general conception of a component
as an artefact enables the illustration of general rules for applying the strate-
gic argument throughout the enterprise architecture. Furthermore, the layered
perspective of LEAP, fosters the refinement of strategic arguments to concrete
software components and the generation of strategic directions based on tech-
nological innovations. Hence, the benefits of the approach can be elucidated by
the use of a middle-out approach for enterprise arguments, without restricting
the approach to the strategy and rather top-down or the technology and rather
bottom-up, but enabling a possible alignment between technological and organ-
isational innovations [20]. LEAP, although supports graphical representation by
means of diagrams, uses textual representations. Respectively LEAP uses OCL
statements for definitive specification of the enterprise architecture. The most
general statement is " (C,0) [n=v;...]lwhen Q7 , whereby C is a class name, o
an object identifier, n a name of a specific field and v is a value. Q is an OCL
constraint that should satisfy the proper creation of o. So in order to enable the
use of strategic arguments in LEAP, the form of statement needs to be properly
adapted. Therefore it is necessary to enable references to enable a justification
of the decisions. Respectively, whilst it is already possible to propose claims, it
must be further necessary to ground these claims. So with

(C,0) [n=v;...] requires (R,QS) targets (G,WS) when Q

a specific form of the OCL constraint is given that satisfies the requirements
of the conception of a strategic argument. Therefore R has been introduced for
referencing an already available artefact of the enterprise architecture or an
external circumstance and QS describes how this reference qualifies as a ground
for the argument. Additionally G references any goal that should be targeted by
means of the introduction of the artefact o and WS gives the justification of the
achievement of the respective goal by means of the introduced artefact.

4 Case Study

In the following, an evaluation of the respective introduced approach will be
undertaken by means of a case study. The case study focuses on an enterprise,
whose primary business is the online retail of commercials. For that particular
purpose, the company uses an own developed platform, on which the respective
customers can purchase, request customer services and other services regarding
compliance. Thereby, the enterprise mainly focuses on extending its customer
base and additionally the increase of the customer value by means of cross- and
up-selling.

The upcoming Figure 3 illustrates the enterprise architecture on a current
state and additionally, several arguments that claim adaptations within the en-
terprise architecture. So, in an excerpt, the enterprise architecture includes three
different business processes that were proposed to target the achievement of the



initial strategy. These business processes are further supported by certain appli-
cations that were coordinated on the application layer. Ultimately, the enterprise
architectures include certain technology for the realisation of the application
systems. However, while the workflow management system has already been in-
troduced, it hasn’t been yet used for the realisation of an application system or
a business process.

So, initially, as depicted by Figure 3, an automation of the customer services
was proposed based on the respective goal, namely the sale increase. This was
grounded on the opportunities a workflow management system offers and addi-
tionally, the available time of the customer consultants that prior were in charge
for executing the services. So, based on the ground and the respective goal to
achieve and strategy to resolve, the argument proposes an automation or partly
automation of the business processes ”Order Processing” and ”Customer Ser-
vices”. The formalisation of this argument regarding customer services is given
in the following.
context CustomerServices
self.includeComponent (CRM[components=(WfMS,CustomerDatabase), ...])
and self.includeComponent (SelfServicePortal [components=WfMS,...])

requires CustomerConsultants.avgWeeklySpentTime (OrderProcessing)

>36000s and TechnologyLayer.includes(WfMS)

targets Salelncrease >= 0.1

Additionally, a further argument proposed the focus on the customer relation
with the motivation of an increase of five per cent of the customer value. Such
argument is grounded on the customer requirements and additionally, on the
previous analysed potential of cross- and up-selling. So, in order to resolve such
a strategy, the business processes of customer services and customer compliance
were sought to adapt to the upcoming and justified customer needs, as given
below.
context CustomerServices
self.includeComponent (CustomerServiceSystem

[components=(CustomerServices,CustomerDatabase), ...])

and self.excludeComponent (WEMS)

requires CustomerReBuyPotential>0.5

targets AvgRevenuePerCustomerIncrease>0.05

However, on a later stage, respectively the design of the respective business
processes based on the proposed strategic arguments, it occurs that although
prior in harmonisation, two of the goals provided by the strategic arguments are
in conflict. Such a conflict results from the necessity for the process ” Customer
Services” for being compliant to both prior discussed strategic arguments. With
the current business process landscape of the company, the respective business
process has to be designed with reference to automation potential as well as
customer relation. These directives are in conflict, as the customer relation needs
to be fostered by a customer consultant and requires human interactions. Hence,
the identification of a rebuttal within the set goals requires a specific level of
concretisation by the respective strategic step.

In parallel and untouched from this conflict, a request from the operative has
arisen that demands the integration with the ticket manager and the customer
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Fig. 3. Initial Derived Enterprise Architecture on a Conceptual Layer supplemented
with Strategic Arguments

database, which was initially only used by the CRM System, for the more effi-
cient performance of the customer compliance process.

context CustomerCompliance
self.includeComponent (TicketManager.includeComponent (CustomerDatabase))
requires TicketManager.datamodel
.intersection(CustomerDatabase.datamodel) . includes (Customer)
targets EfficiencyIncrease > 0.1

So, as depicted by Figure 3, the actual conflict between two arguments only
become visible, after the conceptual realisation of the respective artefacts, as
the design requires balancing between opportunities. Thereby, design decisions
within the business processes are contrary to each other, but both were based
on a strategic direction that initially didn’t reveal a conflict.

However, with the identification of the actual conflict and documentation of
the design decisions, the different strategic steps can be purposefully refined in
order to propose a less ambiguous strategy with respect to enterprise architecture
management. With the strict grounding on the specific targets and requirements
of the artefact, the alignment to the business strategy of the company was pos-
sible, as inference could be made to the initial intentions, which was derived
from the overall enterprise strategy. Moreover with the refinement of the strate-
gic arguments, the enterprise architecture can be purposefully aligned. With a
more elaborated strategy as well as the introduction of additional artefacts, the
alignment was feasible, without jeopardising the overall strategy implementa-
tion. The upcoming Figure 4 represents the aligned enterprise architecture that
specifically embodies the adapted artefacts towards the three initially proposed
strategic arguments. Specifically, the strategic steps that aimed at the customer



relation were adapted. Therewith a self service business process was added with
reference to those services that won’t necessarily benefit from human interac-
tions.
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Fig. 4. Aligned Enterprise Architecture based on Strategic Arguments on a Conceptual
Layer

5 Conclusion

With the presented approach, a manner of enterprise architecture management
was introduced that uses a form of argument for purposefully managing the
evolution of the enterprise architecture in order to enable the purposeful align-
ment with the overall enterprise strategy. With the use of arguments a misalign-
ment between the strategy and the enterprise architecture becomes identifiable
with a concretisation of the actual artefacts by means of their design directives.
Thereby, design decisions of artefacts can be supported by their underlying ratio-
nale derived from the strategic directives. As on first sight, strategic steps seem
in harmony, later on, a misalignment can be revealed based on a more complete
specification. With having the design decision’s rationale the adaptation as well
as the alignment of the respective artefacts can become more directed and con-
tributing. Additionally, the approach supports bottom-up and middle-out, next
to rather strategic top-down, implementations and thereby, is able to return
developed insights to the overall strategy of the enterprise.
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Abstract. Enterprises typically depend on past experience and human expertise
for responding to changes. This is no longer cost effective in the increasingly
dynamic world of enterprises. Enterprise models are required that describe the
enterprise as well as prescribe courses of action in the face of change. Owing to
complexity of enterprises, multiple models need to be employed when addressing
specific problems. Toward this end, we present an approach that uses number of
specialized models focused on decision making. Our contributions are- first, we
show how these models can be used in concert and second, we present how these
models can be used in a real world case study of merger of two enterprises. Our
ongoing research suggests that in spite of several challenges, this approach pro-
vides promising first steps toward enabling enterprises in responding to changes
with more certainty.

Keywords: Enterprise Models, Multi-Models, Decision Making, Enterprise Anal-
ysis

1 Introduction

For the past 17 years, we have helped 70+ enterprises in their IT automation efforts. In
recent times, we have witnessed that the need for automation and its actual realization
in an enterprise is driven by multiple change drivers in various dimensions. Modern
enterprises display a characteristic connectedness between these dimensions; change in
any one dimension affects the others. Our experience suggests that lack of enterprise-
wide context that encompasses all dimensions, is the key cause of enterprises’ inability
to change cost effectively.

This led us to posit that a model of enterprise is needed that is capable of cater-
ing to all relevant dimensions of enterprise while being machine processable and ana-
lyzable [1, 2]. Furthermore, specialized modeling languages could be used with these
enterprise models for decision making in enterprises [3, 4]. Our past experience and
ongoing investigations suggest that we essentially need both descriptive [5] and pre-
scriptive models of enterprise [6]. In this paper, we describe various models that we
think are needed for better decision making. Our specific contributions are twofold-
first, we systematically elaborate on how these models can be used in-concert, and sec-
ond, we put the proposed research in the context of Mergers and Acquisitions (M&A),
a special case of enterprise transformation. By elaborating how our approach can be



used for solving prevalent M&A problems in general and M&A of two large banks in
specific, we bring out further facets of our proposed research.

The paper is arranged as follows. Section 2 motivates the need for multiple kinds
of models of an enterprise and based on our experience and investigation puts forth the
kinds of models needed for better decision making. Section 3 describes how we are
applying the proposed approach to a real world M&A case study. Section 4 concludes
the paper.

2 Enterprise (Multi-) Models
2.1 Motivation

Enterprises are complex systems of systems and responding to change is extremely
cost-, time-, and effort- intensive [2]. This is felt both when aiming at sustainable en-
terprises, i.e., maintaining business-as-usual in the face of change [7] and tackling en-
terprise transformation scenarios, i.e., changing enterprises substantially in response to
change [8]. If we consider business, IT, and infrastructure to be roughly the key di-
mensions of any enterprise [5], we can see that changes in one dimension are affected
by change drivers in other dimensions. Business change drivers such as economic and
socio-political drivers, and more specifically drivers like dynamic supply chains, merg-
ers, acquisitions, and divestitures, and globalization and regulatory compliances, etc.,
eventually lead to changes in IT and infrastructure. Similarly, changes demanded by
mobile and cloud technology eventually result in changing the way business is per-
formed.

As far as IT systems are considered, enterprises use them in particular to derive me-
chanical advantage through automation of operational processes catering to their strate-
gic, tactical and operational goals [9]. Large enterprises traditionally operate in siloized
manner for ease of management and control. This results in IT departments knowing
only their local context. As a result, IT systems are developed independently and indi-
vidually to service globally mandated goal, be it transactional (i.e., business-as-usual)
or transformational in a very specific context. This leads to a plethora of IT systems ser-
vicing same goal from the global context. Furthermore, technological requirements in
specific contexts may vary, resulting in widely non interoperable technologies. Together
these problems result in highly escalated cost of IT to business.

In general, management relies solely on expert judgment about how to tackle changes
across dimensions of enterprise and in particular resolving issues pertaining to IT sys-
tems. Our take on this is it is better to make machine-processable and analyzable models
of enterprise as a whole as well as of its key parts that are respectively descriptive and
prescriptive in nature [10], so that decision making is automated to the extent possible,
yet always carried out in the context of all of an enterprise.

2.2 Proposed Models

In using models for better decision making in enterprises, we need models that act as
inventories of all relevant information, i.e., models that are descriptive. An ArchiMate-
based enterprise model that captures information about business, IT, infrastructure enti-
ties and relations while conforming to ArchiMate metamodels would be such a model.



We also need models that can use such information and prescribe course(s) of actions
based on some criteria. This core distinction is at the basis of several kinds of models
we are proposing for better decision making in enterprises as shown in Figure 1.
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Fig. 1: Different Kinds of Models Required for Better Decision Making in Enterprises

EA-based Enterprise Model(s) In Figure 1, @ shows an enterprise model that
should be based on an enterprise architecture (EA) framework. This is a descriptive
model that inventories the information about key dimensions of an enterprise. This
model can be queried for stakeholder-specific information and can also be used for
some informative analyses pertaining to given EA framework. Our initial results in cre-
ating such a model were presented in [1].
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Fig.2: EA-based Enterprise Model using Ontological Representation [1]

Figure 2 shows how an EA-based ontology representation, in this case based on
ArchiMate, can essentially make enterprise models machine-processable and analyz-

able. Note that @ kind of models capture what and how of an enterprise but not whys.

EA-related Enterprise Goal Model @ in Figure 1 shows a prescriptive model
focused on capturing whys or intentions behind decisions taken in enterprise. For this,
we suggested first steps using intentional modeling language i* for capturing goals in
enterprise models based on ArchiMate. In contrast to goal descriptions provided by the
EA framework, such as ArchiMate motivation extensions, our approach enables solving
problems faced by enterprise, and select the optimum strategy from the available ones
[3,4]. This is illustrated in Figure 3. We used a bidirectional metamodel mapping to
represent problems faced by our own model-driven development unit in the concerned
case study.
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Non-EA-related Decision Making Model The prescriptive models of Figure 3 are
relatable with enterprise models, i.e., based on similarity in concepts of actor, behavior,
resources one could relate these models [3,4]. But we are currently also investigating
the utility of prescriptive models that are not relatable to enterprise models in the sense
that there is no metamodel to which these models conform that could be mapped to
enterprise metamodels in this case ArchiMate metamodels. @ in Figure 1 illustrates
such models. We describe one such model using an example of workforce planning.

Generally, spreadsheets are used to encode workforces planning parameters to mon-
itor and to take actions based on parameter values. Essentially, operational decisions are
represented using formulaic language supported by spreadsheets suitable for quantifi-
cation which is cryptic and spread over number of spreadsheets. The information about
why certain formulae are used remains largely unclear. What-if and if-what analyses,
i.e., evaluation of alternate strategies from as-is state of enterprise to its to-be state and
search of strategy that might have led the enterprise to its current as-is state respectively,
are difficult to explicate with such representation. These analyses need to be conducted
frequently as for a service company such as ours, workforce situation remains in flux.
We are therefore investigating the use of system dynamics (SD) models to address the
problem of workforce planning. The detailed description of how we propose to use SD
models to capture issues of attrition, on roll skills, and on the job headcount, and how
recruitment from campus, lateral hiring, on-boarding process etc. affect these is out of
the scope of this paper.
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Fig.4: (a) Using Non-relatable Prescriptive Models with Enterprise Models (b) IT Plant-specific
Prescriptive Models with Enterprise Models

The core concepts of stocks, flows, and influencing variables in SD represent drasti-
cally different abstractions than those found in enterprise metamodels. Instead of meta-
model mapping therefore, we propose to use these models in-concert by explicating the
analysis results in the form of strategies to achieve goals which are represented with
bidirectional mapping to enterprise models. This is shown in Figure 4 (a). One obvious



example where the problems of workforce planning are directly related to enterprise-
wide context is finding the steps required for an organization to increase revenue by
10% quarter on quarter. Cost benefit analysis of workforce planning would need to see
how revenue earned changes as a function of on roll manpower, project mix to bid, and
bid success ratio etc. The results of this analysis need to be put in the overall enterprise
context, in the ArchiMate sense, at the business layer, perhaps in terms of actions that
resource management department may take to satisfy the strategic goal of increased
revenue.

Non-EA-related IT Plant-specific Decision Making Model In Section 2.1 we re-
ferred to the problems of IT systems of an enterprise that must be addressed in both
business-as-usual and transformational situations. The set of interacting IT systems of
an enterprise, and technology and hardware infrastructures underneath them is what we
refer to as an IT plant. We believe that to address the problems of local optimality with
respect to a given property, functionality overlapping, and non-interoperability between
IT systems, we need to model IT systems and their interactions with specialized mod-
els. These kinds of models are shown as @ in Figure 1. Their usage with enterprise
models is shown in Figure 4 (b).

We expect these models to be graph-like where IT systems are nodes and the edges
are interactions such as depending on one another, accessing same set of data, simply
relaying data, and so on between them. The analysis essentially focuses on interaction
patterns of the systems of an IT plant. Such models may be constructed by observing
in automated manner how IT systems use one another and how changes in underly-
ing technology platforms and hardware infrastructure of an IT system affects other IT
systems of given IT plant. By constructing models based on interaction patterns of IT
systems and refining them over a period of time, we think that problems of optimal-
ity with respect to given criteria, non-interoperability, and overlapping functionalities
could be addressed effectively. This constitutes part of our ongoing work. Like models
illustrated earlier in Figure 4, results of IT plant-specific model analysis will have to be
put in the context of enterprise as shown in Figure 4 (b).
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Fig.5: (a) Relating IT Plant Implementation Model with Enterprise Model (b) Using (Multi-)
Models of Enterprise in Concert

IT Plant Implementation Model While strategic and tactical goals focus on the
long-term orientation of the organization and short-range planning respectively, opera-
tional goals focus on implementing tactical goals at the ground level. This is also more
relevant in the case of IT as business rather than IT as support function of business. We
are proposing that there should be a bidirectional traceability between enterprise model



and IT plant implementation models via operational models that translate strategic level
requirements of data, services, processes, user experience, and non-functional proper-
ties to implementation level specifications from which IT plant may be generated.
in Figure 1 shows such models which are illustrated in overall context in Figure 5 (a).
We are aware of stark differences in levels of abstraction and granularity of concepts
between enterprise models and IT plant implementation models and the operational
models with data, service, process, non-functional properties, and user experience re-
quirements in between are expected to bridge this gap. Earlier in Figure 1, we did not
show the operational model, because we are not certain of what will be the nature of
these models or if these models are required at all. We believe that it should be possible
to automate to the extent possible translation of results of various analyses obtained
with the rest of the models illustrated in Figure 1 into an actionable form.

Fig. 6: Using (Multi-) Models of Enterprise in Concert for Enterprise Transformation

Figure 5 (b) shows various models illustrated so far together. While the enterprise
model remains the single version of truth, results of analyses using non-EA-related
decision making models of IT- and non-IT-specific models are to be explicated in con-
junction with enterprise goal models for better decision making. Since ultimately our
focus is on IT systems, we have proposed to connect enterprise models to IT plant
implementation models via operational models (of kinds of requirements). In the next
section we review further issues pertaining to multi-modeling of enterprises.

While Figure 5 (b) can be used straight away for decision making in business-as-
usual situations, Figure 6 shows how transformational situations can be addressed using
proposed models. Note that Figure 6 does not show as-is IT plant implementation mod-
els for the want of space. The as-is and to-be EA-based enterprise models are connected
via EA-related goals models. Other decision making models may be used for specific
problems in transformation and eventually IT plant implementation of to-be enterprise
model may be obtained.

In the next section, we show how the proposed models may be applied to a case
study of M&A of two wealth management companies taking into account various issues
outlined above.

3 Proposed Application to M&A

Background The case study concerns two large independent Wealth Management (WM)
(retail brokerage) companies (WM1 and WM2) which came together to form WM3.

The combined retail brokerage house has 10000+ Financial Advisors, managing multi-

billion dollars in client assets across 700+ locations in country X. WM1 and WM2 both



provide WM products such as credit, lending, annuity, insurance, banking, etc. and ser-
vices like brokerage, advisory, financial planning, wealth planning, retirement planning,
and trust etc., to wealthy individuals and small-to-medium size businesses across X.

WM3 was formed the expressed strategic goal of tripling WM 1’s revenue and gross
margin in 5 years. WM3 also has strategic growth viewpoint where it needs to provide
new and innovative products and services to its clients. This requires a renovated state-
of-the-art IT platform to compete with its more aggressive peers and ever increasing
tech-savvy clients. In the following, we discuss how various decision making models
may be used to address specific problems in conjunction with the enterprise model.

Using non EA-related Decision Making Models for Business Aspects Several
tactical goals were devised that would contribute positively to key strategic goal. Three
of these tactical goals were optimize/rationalize branch and back-office operations, ra-
tionalize wealth management products and services, and of course, integrate workforces
of WM1 and WM2. Each of these three goals can be achieved using SD or similar mod-
els, which are essentially examples non EA-related decision making models.

For the tactical goals mentioned above, particularly for workforce integration of
WMI1 and WM2, SD models could be used in a manner similar to the way they are used
in workforce planning as discussed earlier in Section 2.2. For optimization/rationaliza-
tion of branch and back-office operations, an important fact to consider is that WM1
and WM?2 were competitors prior to the merger with several branches in the same lo-
cality. Consolidating the branches and their operations would result in recurring cost
savings every year. The decision to which ones to keep as-is, which ones to merge,
and which ones to let go of depends on branch operations related parameters such as
whether it is owned/leased, cost and duration of the existing lease, importance of the
location from WM3 perspective, floor capacity, terms and conditions, future growth po-
tential at that location, etc. Decisions on optimal branch structure, e.g., how many/which
branches should form a complex, how many/which complexes should be part of a re-
gion (western/eastern/northern/southern), etc., need to be taken to better manage WM3.
The WM 1/WM2 back-office operations also need to be optimized along similar lines.

WMI1 and WM2 operate in similar business domain and hence have similar and even
overlapping product and service portfolios. For rationalization of wealth management
products and services, it is necessary to look at these products and services portfolios
from WM3 business model perspective and take decision on keeping as-is, enhanc-
ing (modifying/merging/re-branding), decommissioning (retiring) the mix of products
and services. The parameters that would be of relevance in taking decisions include
product capabilities, channels, WM3 requirements, integration with other products/ser-
vices, 3rd party (product/bank/vendor) involvement, etc. Also, it makes sense to look
at cross-selling opportunities within WM1 and WM2 in terms of existing clients for
products/services that were otherwise not available before the merger.

Using non EA-related IT Plant-specific Decision Making Models With regards
IT platforms of WM1 and WM2, key goals were to integrate IT platforms of WM1 and
WM2 so as to obtain optimum IT platform functionality in WM3, optimizing WM3 IT
platform capacity, and come up with optimum data conversion/migration from WM2 to
WMI in WM3.



In case of optimum WM3 IT platform functionality, the alternatives are to build a
new IT platform or enhance one of the existing WM1 or WM2 IT platforms to support
the WM3 target operating model arrived at separately. In order for the target IT platform
to support WM3 operating model, decisions need to be made on which applications to
keep as-is from WM1 or WM2, which ones to enhance (modify/merge-functionality),
which ones to build from scratch (nothing can be reused from WM1/WM2), which ones
to decommission and when. Note that problems of IT systems of enterprise described in
Section 2 get accentuated in this case because of the size and legacy of WM1 and WM2
combined together and therefore need further efforts in capturing interaction patterns of
IT systems of WM1 and WM2 themselves and possible interactions between IT systems
of WMI1 and WM2.

To resolve the problem of optimizing WM3 IT platform capacity, current size of
WMI1 + WM2 needs to be considered along with the future growth plans for WM3
which is that the capacity of the WM3 platform needs to be doubled. It means the exist-
ing applications (selected for WM3) should be able to handle 3 times their current vol-
ume (# of transactions, clients, branches, financial-advisors, employees, etc.) without
(negatively) impacting performance. This would require changes such as optimizing/
re-writing database queries, re-architecting / re-designing, adding more hardware, etc.
The changes would cut across multiple layers and applications. There could be prob-
lems similar to Y2K that need to be addressed. For example, 3 digits were sufficient
to accommodate WM1 Branches, but WM3 is going to have more # of branches and 3
digits may no longer be sufficient to accommodate WM3 branches.

For data migration problem, existing and historical data needs to be converted from
the source to the target platform and applications. This includes both business critical
and non-critical data. Since there is terabytes of data involved and limited conversion
(live cut-over) time-window available because of the nature of the business, there is very
limited scope for making an error (in speed and quality of the conversion) during the
entire process. The converted data should also comply with the regulatory requirements
applicable for WM3. We are currently investigating how above mentioned problem
descriptions can be represented using decision making models of IT plant as described
in Section 2.2.

Decision making in M&A Problems in Enterprise Context Figure 7 extends the
transformational situation captured in Figure 6, and shows the merger of WMI1 and
WM2. This merger was initiated by WM1, therefore the as-is and to-be states are de-
picted as that of WM1. EA-based enterprise models of WM1 and WM2 are descriptive
models which capture all relevant information about WM1 and WM2 in a manner ex-
plained in [1]. The EA-related enterprise goal model using intentional modeling repre-
sents the strategic goal of revenue increment and its further breakdown into sub-goals
as in [3,4]. The decomposition of goals and sub-goals here needs to continue till re-
sults of analysis on non EA-related decision making models including those that are
IT plant-specific can be plugged in suitably in the EA-related enterprise goal model.
Chosen alternatives to resolve specific problems are eventually implemented in the IT
plant implementation of WM3 via bridge provided as discussed in Section 2.2.
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As we proceed with our approach, we found some issues that need to be addressed

which we enlist below-

Integrating multi-models of enterprise As discussed, multi-(level and formal-
ism)models are needed to address problems faced by enterprises. Using common
ontology to map concepts from different modeling languages to each other [11] and
level-agnostic metamodeling [12] may provide some help to address this issue.
Keeping models and reality in sync Reality may already have changed till the
time various models are completed. We think agile concepts applied to enterprise
modeling would help along the lines discussed in [13]. Furthermore, multi-models
focused on specific concerns may help in keeping models and aspects of reality
they capture in sync.

Relating strategic goals with properties of operational elements Strategic goals
and desirable properties of operational elements like IT systems are at different
level of abstraction. We need ways of computing properties [14] and deliberating
their tradeoff before plugging them in various decision making models.

Treating various uncertainties Some of the uncertain aspects of enterprise model-
ing are variation in meaning of concept based on modeling language, modeling the
reality completely and accurately, reconciling modeling information spread over
multiple sources and multiple levels of abstraction, and ways in which enterprise
phenomena affect each other. Probabilistic methods are suggested for this [15], but
further research is needed for application to specific kind of uncertainty.

Many of the above issues have been recognized already by several researchers in

different contexts. Complexity and size of enterprise models make addressing them as
effectively as possible even more pertinent.

4

Conclusion

We proposed combination of EA-based enterprise model and set of models special-
ized for decision making pertaining to specific aspects of enterprise as descriptive and



prescriptive models respectively. Initial treatment of real world merger of two large
enterprises using our multi-model approach indicates that problems faced by enterprise
that demand specific ways of solving can be modeled and solved in separation yet main-
taining the overall enterprise context. Furthermore, modeling enterprise concerns down
to IT plant itself means that both business-as-usual and transformational situations can
be tackled. Initial results suggest that multi-models of enterprise help in separating and
localizing decision making in enterprise.
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Abstract. This paper describes how enterprise models can be made suitable for
monitoring and controlling IT security at runtime. A holistic modeling method
is proposed that extends enterprise models with runtime information, turning
them into dashboards for managing security incidents and risks, and supporting
decision making at runtime. The requirements of such a modeling method are
defined and an existing enterprise modeling language is extended with relevant
security concepts that also capture runtime information to satisfy these require-
ments. Subsequently, the resulting modeling method is evaluated against the
previously defined requirements. It is also shown that common metamodeling
frameworks are not suitable for implementing a modeling environment that re-
sults in suitable IT security dashboards. This leads to suggesting implementa-
tion of the modeling environment using the eXecutable Modeling Facility.

1 Introduction

In recent years, Information Technology (IT) security has become a major topic as
well as a substantial challenge. On the one hand, there is an ever increasing need to
protect IT resources as enterprise assets and business processes increasingly depend
on IT. On the other hand, enterprises become more exposed to IT security threats due
to an increase in Internet connectivity and availability of sophisticated malware. De-
signing and managing secure IT systems involves technical complexities that are
caused, for example, by prevalent use of distributed computing and by frequent tech-
nological changes. It requires a deep understanding of the organizational structure and
its operations, which are also subject to frequent changes with the continuous effort of
the enterprise to stay competitive. Designing secure IT systems also requires the par-
ticipation of various stakeholders, such as: IT professionals, security experts and
business managers. These stakeholders do not share a common language and possess
different views of the problem. Also, as IT security solutions are required to be eco-
nomically justified, a cost-benefit analysis of possible solutions is called for. These
challenges stress the need for methods and tools for supporting IT management with
designing, realizing and managing IT security systems. Such methods and tools
should account for technical, economical, business and managerial aspects [1, 2].



Conceptual models are often used for reducing complexities and bridging commu-
nication gaps. In recent years, an extensive amount of research is oriented towards
development of methods for modelling IT security. In particular, there are several
methods that bridge the gap between business and technical perspectives, for exam-
ple, by extending business process (BP) models (e.g., [3-5]) or use case diagrams
(e.g., [6, 7]) with security concepts. These methods use models for security require-
ments analysis and design, for risk identification and some even support further code
generation of security policies based on requirements defined in the model. However,
so far there are almost no methods that use models for monitoring and controlling IT
security at runtime, e.g., for monitoring security incidents, for analyzing their effect
on BPs and on IT resources, and for quickly selecting an appropriate response. In
addition, most of the existing modeling methods do not provide holistic support for IT
security. Instead, they are focused on particular perspectives of IT security.

As part of our ongoing research, a modeling method is developed that provides ho-
listic support for the analysis and design of secure IT systems and for managing IT
security. It is holistic in two ways. Firstly, it covers and integrates three different en-
terprise perspectives: Organizational, strategic and technological. Secondly, it covers
several tasks — the analysis, design, implementation and management of IT security.
In this paper, however, the focus is on the management of IT security only. In particu-
lar, the developed modeling method extends an enterprise modeling environment so
that created enterprise models (EM) can be used as dashboards, allowing managers to
monitor and control the security of enterprise systems, that is, systems that support the
managing of BP executions, employees, concrete IT resources and so forth. Security
dashboards can be used to analyze monthly costs of various security controls, summa-
rize attack information on different IT resources and identify business process in-
stances that might be affected by an occurrence of a security incident. In other words,
in this paper we propose using EMs as drivers for IT security management at runtime.

Our approach is based on and extends a multi-perspective enterprise modelling
(MEMO) framework [8]. MEMO provides a number of domain specific modelling
languages (DSML) to describe different aspects of the enterprise, for example, busi-
ness processes, the organizational structure, IT resources and strategic goals. Extend-
ing MEMO with IT security concepts allows for creating EMs that can be used to
describe IT security from various perspectives.

The rest of this paper is organized as follows: In section 2, use scenarios for man-
aging IT at runtime are provided. In section 3, IT security models at runtime are de-
fined and in section 4 we define the requirements for supporting such models at
runtime. In section 5, we describe the development of a modeling method for creating
IT security models at runtime and in section 6 we evaluate the method. The paper
ends with conclusions and a discussion of future work.

2 Use Scenarios for Managing IT Security at Runtime

Our modeling method is based on the Multi-perspective Enterprise Modelling
(MEMO) approach [8]. MEMO includes a high-level conceptual framework that rep-



resents a “ball park view” of an enterprise [8]. It includes three generic perspectives,
namely: Strategy, organization and information systems. Each of these perspectives
can be further detailed into various aspects, e.g., resource, structure, process and goal.
Each perspective is supported by a domain-specific modeling language (DSML),
which provides specific concepts and abstractions for describing these aspects. For
example, OrgML is a DSML for modeling the structure of the organization [9] and its
BPs [10], and ITML is a DSML for modeling IT resources in use. The semantics and
abstract syntax of all MEMO-DSMLs are specified using a meta modeling language
(MML). Sharing the same metamodel supports the integration of the DSMLs and
thereby the integration of the different perspectives. For example, it is possible to
define that a BP activity is performed by a particular organizational unit and requires
the use of a certain IT resource. Therefore, MEMO provides a foundation for the
modeling of IT security in organizations, as it allows extending perspectives with
security concepts and integrating them to allow for holistic modeling of IT security.

Fig. 1 illustrates two scenarios in which EMs are used for managing security at
runtime. It shows three landscapes: A risk management landscape, a BP landscape
and an IT landscape. The BP landscape shows three BP types: Order processing A,
Order processing B and Customer management. The detailed structure of the BP type
Order processing A is shown as well. The figure shows two scenarios in which securi-
ty threats are realized by actual security incidents.
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Fig. 1. Use scenarios for managing IT security.



In the first scenario, false information was entered on 10 March 2013 by a new
sales agent (@) in the Check availability sub process (@), as a result of a too short
training period for the new agent. Short training period of new employees has been
identified as a vulnerability in the risk management landscape (@), that can be ex-
ploited by the False input threat (®). Thus, the first security incident in fact realizes a
threat that has been modeled in the risk management landscape. It is then possible to
determine which instances of this process were affected (©) and, therefore, contain
incorrect information. Subsequently, these instances can be analyzed and incorrect
information can be repaired.

The second scenario shows that a security incident occurred on 19 January 2013
that is related to a Credit card service (®). As a result, payment information has been
revealed. The credit card service is an IT resource and part of the IT landscape. This
service relates to the three BP types shown in the BP landscape (@), which implies
that it is possible to know which instances of these BP types are affected by this inci-
dent. For example, it can be seen that at least four instances of the Order processing A
type were affected on 19 January 2013 (®). A possible way to mitigate the risk that a
service is hacked is to install a firewall (©), such as is the case with the Customer
rating service. The firewall can be supplemented with statistics on its attacks and
related costs in order to support management of risk mitigation.

Having explained the two scenarios, IT security models at runtime can be defined.

3 IT Security at Runtime

Usually, enterprise models refer to what is known as the type level [11]. This means
that they describe types or classes of BPs (e.g., processing of an order, procurement of
supplies, etc.), of IT resources (e.g., Oracle DB server, customer data Web service,
ERP system), and of organizational entities (e.g., sales agent position and a QA of-
ficer role), rather than particular instances (e.g., a processing of an order that occurred
at a certain time, an instance of an Oracle DB server, or a certain employee that fills a
certain position). This is illustrated in Fig. 2. The upper part of the figure contains an
excerpt of a BP type called order processing, an IT service type called credit card
that is used in the confirm order step of the BP and a threat type credit card data theft,
which is associated with the credit card service.
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Fig. 2. Type level and instance level.



These are all examples of types as they abstract from instance details such as the
exact start time and end time of a business process step. However, sometimes it is
useful to represent actual instances of the running system, for example, for monitoring
and controlling the running system. The lower part of Fig. 2 presents a runtime execu-
tion of the order processing BP that occurred at a certain time. It also presents an
instance of the credit card service that is used by the BP instance and a security inci-
dent which affects it. The security incident realizes the instance of the threat from the
upper part of Fig. 2. Models that represent the type level are designated as type mod-
els and models that represent instances are designated as instance models.

When it comes to modeling frameworks, e.g., UML [12] and MEMO [8], it is
common to distinguish between four levels of abstraction. In addition to the instance
level (referred to as M) and the type level (M;), there is a metamodel level (M,) that
captures the modelling language for creating type models, for example, the UML or in
our case MEMO-DSMLs. On top of that, the meta meta model level (Ms) is used to
define properties of all metamodels [13]. For example, the UML is defined by the
Meta Object Facility (MOF) and all MEMO-DSMLs are defined using MML. In the
rest of the paper it is shown how this language hierarchy is used and extended to sup-
port the integration of types and instances and to foster runtime models of IT security.

Our intention to support real-time monitoring and analysis of security incidents
demands for integrating enterprise models with runtime information of the enterprise
software systems that are used to manage business process control flows, IT resources
and employees. Such kind of integration is known as ‘modelling at runtime’. A ‘mod-
el@runtime’ is a conceptual model that is a “causally connected self-representation of
a system” [14]. In order for a model to be causally connected with a system it needs to
always represent the correct state of the system. In addition, changes to the model
should result in correct system changes [15]. By abstracting from the runtime proper-
ties of My instances, models@runtime promise rendering runtime behaviour more
understandably for different stakeholders and support analyzing the system’s current
state [16]. Following this, we aim at extending MEMO-DSMLs with IT security con-
cepts that are supplemented with capabilities of runtime models. Equipped with these
capabilities, EMs can be used for capturing information within the EM that is aggre-
gated from the instance level, e.g., the average time to complete an activity or the
number of realizations of a threat. They can also be used for visualizing concrete in-
stances of the My level and for navigating between model types and representations of
their instances. In this way, the extended EM can support management of IT security.

4 Requirements of the Modeling Method

The scenarios presented in section 2 illustrate that in order to use EMs for managing
IT security at runtime, the following requirements should be satisfied:

Reql: In order to comprehensively model IT security, various perspectives of the
enterprise should be considered. The EM should integrate IT security concepts that
are relevant for various enterprise perspectives (e.g., BPs, IT resource and organiza-
tional units). This point is stressed in [1] and it is dubbed as horizontal integration.



Reg2: The EM should integrate concepts that not only represent abstractions of the
type level such as types of BPs. It should also represent abstractions of the runtime
(instance) level, such as executed BP instances. This is dubbed as vertical integration.
More specifically, the DSMLs that are used for creating enterprise models should
include both type-level abstractions such as event name or sub process type and in-
stance-level abstractions such as an event time stamp.

Based on the definitions in section 3, a further requirement can be specified:

Req3: Type models should be aware of their instances and able to interact with
them. This also implies a need for synchronization of the different models, so that in
case My instances change it is automatically reflected in the runtime models.

The vertical integration of types and instances could be taken one step forward, by
using type level entities for the actual creation of their My instance, which are repre-
sented in the enterprise software systems. This would foster reuse and facilitate con-
formance of My instances to their type models. Thus, the next requirement is defined:

Reqg4: Type level entities should be used for defining their corresponding My in-
stances. Nevertheless, using type models for the creation of M, objects has been iden-
tified as a challenging task [17], as discussed in the following section.

5 Developing a Method for IT Security Models@Runtime

In this section, the development of a modeling method that addresses the aforemen-
tioned requirements is described.

5.1 Extending MEMO to Support IT Security Models@Runtime

The first step is to extend MEMO-OrgML and MEMO-ITML with meta concepts that
support the scenarios as illustrated in section 2. It should be noted that a holistic mod-
eling approach for IT security should include more concepts than those that are rele-
vant for the use scenarios (c.f. [1]). However, this is sufficient to reach our objective
of illustrating how an EM language is extended in order to create EMs that serve as
dashboards for IT security management.

An IT security incident is an event that might have a negative effect on the organi-
zation. The incident exploits one or more vulnerabilities of the organization, e.g., a
weakness of an IT resource or of a BP, and it has a set of impacts. An IT security
incident can realize a threat - a potential event, situation or action that might cause
harm to the organization by exploiting its vulnerabilities. Threats and vulnerabilities
are usually identified during security risk analysis. A threat is created by a threat-
source — an external force to the security system that has potential or intention to
cause harm. When the threat-source comes from within the organization, it can be
associated with an organizational unit, e.g., employee, position or role. The above
concepts represent both type and instance level properties. For example, a threat type
is modeled in advance (usually during security risk analysis) and belongs to the type
level. Then, at runtime, a threat can be realized by actual security incidents at a cer-
tain times.



In order to use the meta concepts not only for modeling types but also for repre-

senting runtime instances, we enhance the meta concepts with abstractions of runtime
properties such as the realization date of a threat or the name of a threat source. Add-
ing runtime concepts to the metamodel makes sense because otherwise it would be the
responsibility of the modeler to account for them in every enterprise model that is
created [18]. This would reduce the reusability of the resulting models [8]. To support
this requirement, the MEMO notion of an intrinsic feature [8] is used. This notion
allows defining an entity, attribute or association that is only relevant on the instance
level as ‘intrinsic’. Intrinsic features cannot be instantiated at the type level, but only
on the My level. Thus, a security incident is defined as an intrinsic entity. The attrib-
ute realizationTime of a Threat is defined as an intrinsic attribute.
In order to support online decision making, type concepts should also include attrib-
utes that are calculated based on instance values. For example, we can calculate a
threat average realization cost based on the concrete costs of its instances or we can
calculate the number of threat realizations per year. Such attributes are called deriva-
ble attributes. Fig. 3 describes a simplified OrgML meta model which is extended
with the above security concepts. Intrinsic features are marked with a boxed letter ‘i’
and derivable features are marked with a boxed letter ‘d’). Due to space limitations,
Fig. 3 does not depict ITML concepts, except for a general concept ‘IT Resource’
which is a surrogate for any IT resource type.

5.2 Developing a Corresponding Modeling Tool

So far, extensions to MEMO-DSMLs have been described in order to capture IT secu-
rity concepts in general and runtime properties in particular. By doing so, Reql and
Req2 are addressed. In order to address requirements Req3 and Reg4, a corresponding
modeling environment should be developed. The IT-security related concepts that we
specified have in part been implemented within the existing meta modeling environ-
ment MEMO Center, which is based on the Eclipse Modeling Framework (EMF)
[19]. For this purpose, the respective meta models had to be extended first. Subse-
quently, new model editors were generated based on the extended metamodels. Un-
fortunately, the EMF-based MEMO Center was not suitable for satisfying Req3 and
Reg4. As with most metamodeling facilities, the EMF is limited by the semantics of
its implementation language, in this case Java, which supports only two levels of ab-
straction: Class and Object.

Type models that are created within the newly generated modeling editors are rep-
resented by Java objects that can be dynamically changed by the user. For example, a
BP event type is represented by an object that is created and modified by the modeler
to define the event name and its other properties. Being Java objects, they could not
be further instantiated for creating M, instances. Instead, these objects can be used for
generating new classes that represent My instances and corresponding editors (using
the same technique that was used for generating classes of the type-level modeling
editors). This results in two independent sets of classes / editors, one for representing
types and one for representing instances. This is problematic with respect to our inten-
tion to integrate between the type level and the instance level. Firstly, it is difficult to



synchronize the evolution of the type level with the instance level: Whenever a type
model changes (e.g., a BP model is updated, which is likely to happen a lot) all the
classes representing corresponding instances should be regenerated. Secondly, when
Mg elements are created or changed, e.g., when a new security incident occurs or
when a BP step is completed, corresponding changes should be immediately reflected
in the relevant type model editors. For example, when a certain threat is realized, the
value of totalRealizationsPerYear of that particular threat type should be increased.
This requires a support for a synchronization mechanism between the two editors.
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Fig. 3. An excerpt of the OrgML metamodel that illustrates the use of intrinsic features.

Because of these reasons, we started to re-implement the meta modeling environ-
ment using eXecutable Modeling Facility (XMF). XMF is a programming language
that is accompanied by a modeling tool, the Xmodeler [13]. Both are implemented
within the Eclipse framework. Its syntax has some similarities to Smalltalk and Lisp.
XMF allows accessing and modifying its own specification and its runtime system.
Furthermore, it includes tools for building compilers for further languages, which
makes it possible to execute code of different programming languages in one runtime
system. Therefore, XMF can be seen as a meta programming language. Implementing
the MEMO modeling environment using XMF results in an environment that does not
only include standard features of modeling tools, such as enforcing language syntax
and semantics and creation of corresponding modeling editors. Furthermore, it fea-
tures a common representation of models and code, which enables both a tight inte-
gration of models on different classification layers and also using (meta) models at
runtime. In particular, a meta type defined on M, can be instantiated into type entities
on M; that in turn can be instantiated into M, objects. Entities at each level are able to
interact with all their instances and vice-versa. These features facilitate the develop-



ment of IT security dashboards that integrate and synchronize the Mgand M, levels. A
rudimentary implementation of MEMO Center with XMF, which demonstrates its
capabilities for creating runtime models, is presented in [20].

6 Evaluation

An approach has been proposed to extend an EM environment in order to utilize EMs
as dashboards for managing IT security. In section 4, we have defined four require-
ments that the targeted modeling method should satisfy. The presented modeling
method is measured against these requirements. The first requirement, which con-
cerns the integration of IT security concepts that are relevant for various enterprise
perspectives, has been partially addressed. As the focus of this paper is on a modeling
approach that allows EMs to serve as IT security dashboards, only a limited set of
concepts that are mainly related to risk analysis have been presented. However, hori-
zontal integration is facilitated as MEMO s at the basis of our method. It provides an
infrastructure for adding IT security concepts that are relevant for the various enter-
prise perspectives. The second requirement, which concerns including abstractions of
the type and instance levels, is supported by our method by using intrinsic features to
describe runtime properties and derivable features that aggregate runtime information
of instances on M,. Although not discussed in detail, using XMF for the implementa-
tion of MEMO allows for satisfying the third and fourth requirements. First of all, by
inheriting from the core concepts of XMF, the MEMO-DSMLs can be used to specify
type-model concepts that can be instantiated into M, concepts without requiring gen-
eration of code. This satisfies the fourth requirement. Secondly, M; concepts created
with the MEMO-DSMLs have the ability to access their instances, which serves as a
foundation for integrating and synchronizing between different levels of abstraction at
runtime, as defined by the third requirement.

7 Conclusions and Future Research

In this paper, we present a modeling method that extends EMs to serve as dashboards
for IT security management. Such dashboards can support real-time management of
IT security incidents and risks, which allows for analyzing their effect at runtime and
enable managers to respond quickly and efficiently. While we have focused on the IT
security domain, the presented approach could be applied to other domains as well.

It has been explained why common metamodeling facilities such as the EMF are
not sufficient for extending EMs to serve as dashboards, resulting in a re-
implementation of MEMO in XMF. In the future, we intend to continue with the de-
velopment of the modeling environment in XMF and to extend it with additional IT
security concepts. We also intend to supplement the modeling method with corre-
sponding process models that would guide the use of such IT security mod-
els@runtime in various scenarios. So far it is not discussed how M, instances are
created. It is assumed that somehow they are created by instantiating type-entities on
M. In future research, the integration of EMs with the actual enterprise system should



be supported. One way to do that is by using EMs for realizing the enterprise software
systems, so that EMs are integrated with them and are able to monitor them. This kind
of enterprise software system is known as a self-referential system [17]. This is our
ultimate future goal. A less demanding approach is to use information that is collected
by enterprise systems, e.g., by collecting information of BP executions, of concrete IT
resources and of system intrusions through dedicated interfaces. This information can
be used to create corresponding instances within the EM environment. Yet, in this
approach synchronizing between the EM environment and the model that is repre-
sented in the enterprise system remains problematic.
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