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ABSTRACT 
Social media and social networks are embedded in our society to a 
point that could not have been imagined only ten years ago. 
Facebook, LinkedIn, and Twitter are already well known social 
networks that have a large audience in all age groups. Recently 
more trendy social sites such as Pinterest, Instagram, Vine, 
Tumblr, WhatsApp, and Snapchat are being preferred by the 
younger audience. The amount of data that those social sites 
gather from their users is continually increasing and this data is 
very valuable for marketing, research, and various other purposes. 
At the same time, this data usually contain a significant amount of 
sensitive information which should be protected against 
unauthorized disclosure. To protect the privacy of individuals, this 
data must be anonymized such that the risk of re-identification of 
specific individuals is very low. In this paper we study how well 
anonymized social networks preserve existing communities from 
the original social networks. To anonymize social networks we 
used two models, namely, k-anonymity for social networks and k-
degree anonymity. To determine communities in social networks 
we used a community detection algorithm based on modularity 
quality function known as Louvain method. Our experiments on 
publically available datasets show that anonymized social 
networks satisfactorily preserve the community structure of their 
original networks.  

Categories and Subject Descriptors 
H.2.7 [Database Management]: Database Administration – 
Security, integrity, and protection; K.4.1 [Computers and 

Society]: Public Policy Issues – Privacy; J.4 [Computer 

Applications]: Social and Behavioral Sciences – Sociology. 

General Terms 
Algorithms, Experimentation, Human Factors. 

Keywords 
Social Networks, Privacy, Anonymization, Community Detection, 
Modularity. 

1. INTRODUCTION 

Social media and social networks are embedded in our society to a 
point that could not have been imagined only ten years ago. 
Facebook, LinkedIn, and Twitter are already well known social 
networks that have a large audience in all age groups. Recently 

more trendy social sites such as Pinterest, Instagram, Vine, 
Tumblr, WhatsApp, and Snapchat are being preferred by the 
younger audience [26]. The amount of data that those social sites 
gather from their users is continually increasing and this data is 
very valuable for marketing, research, and various other purposes. 
At the same time, this data usually contain a significant amount of 
sensitive information which should be protected against 
unauthorized disclosure. The above social sites treat seriously the 
privacy of their members and they provide a series of privacy 
controls and a privacy policy regarding of how the collected data 
is used. First, the privacy controls allow individuals to set up their 
privacy preferences/settings. Using these settings, a user may 
choose what personal information is available to each group of 
friends or what personal information is available to everyone on 
the internet. Second, the privacy policy lists how the social site 
will use the data from their users and how this data can be shared 
with third party companies such as advertising companies, etc. To 
protect the privacy of individuals, this data must be anonymized 
such that the risk of re-identification of specific individuals is very 
low.       

In this paper we focus only on social network data model, which 
is one of the most common data models used in social media. The 
social network data (also referred as graph data or simply network 
data) should be made anonymous before being released in order to 
protect the privacy of individuals that are included in this social 
network. Due to a wide variety of problem assumptions, a 
standard social network anonymization model does not exist. One 
important assumption is what constitutes sensitive information 
which needs to be protected against disclosure. In general, either 
identity of individuals, their relationship, and/or part of their 
social network node content is considered sensitive [18]. A second 
aspect of anonymization is what anonymization approach is more 
appropriate to follow, and there are three choices that are analyzed 
in the literature: anonymization via clustering, anonymization via 
graph modification, and a hybrid approach [3, 7, 37, 39]. 
Considering these choices, it is not a surprise that the resulting 
anonymized networks are very dissimilar in terms of structure and 
in terms of preserving the original graph properties. In this paper 
we consider only the identity of individuals being sensitive 
information and we analyze two anonymization models. These 
models are: k-anonymity for social networks [7], a model from the 
anonymization by clustering family, which can be enforced on a 
network by using the Sangreea algorithm, and k-degree 

anonymity [18], a graph modification approach, enforced by the 
Fast K-Degree Anonymization (FKDA) algorithm [19]. 

The purpose of this work is to study how well anonymized social 
network preserve existing communities from the original social 
networks. Communities (also known as clusters) are groups of 
nodes from a social network which likely have similar proprieties 
or characteristics [12] Community detection is well studied in the 
literature and many different community detection algorithms 
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have been presented in social network analysis literature. A good 
survey of these algorithms can be found in [12]. For this paper we 
focus on a specific community detection method known as 
Louvain method [4, 27], which is a heuristic algorithm based on 
modularity optimization [23]. The modularity is a quality function 
that can be computed for a graph partitioned in communities. 
Modularity has received a wide attention in recent years being 
used as a quality function in many community detection 
algorithms, to assess the stability of partitions [21], in determining 
graph visualization layouts [24], and in graph summarization [2]. 

To study how well communities are preserved in anonymized 
social networks we follow several steps. First, we anonymize 
several real social networks using Sangreea and Fast K-Degree 

Anonymization algorithms. Second, we de-anonymize networks 
masked with Sangreea to allow fair comparison between the 
original and the anonymized network (details will be provided 
later). And third we use Louvain community detection algorithm to 
compare how well the communities are preserved between the 
original networks and their anonymized (via Fast K-Degree 

Anonymization) and de-anonymized Sangreea versions. 

The remaining of this paper is structured as follows. Section 2 
presents related work. Section 3 describes the anonymity models 
used in this paper. Section 4 presents the de-anonymization models 
that we used with the anonymization via clustering networks. 
Section 5 describes the modularity function, the community 
detection algorithm used in this paper, and how we compute the 
community preservation. Section 6 contains the experimental 
results.  Section 7 summarizes our conclusions. 

2. RELATED WORK 

This paper applies several new findings in data privacy, social 
network analysis, and graph generators in a new more practical 
problem. To our knowledge this is the first paper that addresses 
how well the existing communities in social networks are 
preserved when these social networks are anonymized. 

Related to this work are a series of papers that analyses the 
usefulness of anonymized social network for other social analysis 
tasks. Most of the previous works compare how well structural 
properties (diameter [14], centrality measures [13], clustering 
coefficients [33, 34] and/or topological indices [20]) are preserved 
between the original social networks and their anonymized 
versions. Three such papers considers anonymization via 
clustering in their analysis and they differs in which structural 
property are analyzed and how the anonymization/de-
anonymization is performed [1, 31, 32]. Other papers that discuss 
structural property preservation focus on how specific graph 
modification approaches (k-automorphism [29], k-isomorphism 
[11], and k-symmetry [35]) preserve a subset of those structural 
properties. In other related work, comparison of the most 
influential nodes and the spread of influence in social networks 
were performed between the original social networks and the 
anonymized/de-anonymized networks [8].  

As already mentioned, related to this work are social network 
anonymization models, community detection in social networks, 
and graph generators models. Each of these topics is well covered 
in research literature. A good survey of existing social network 
anonymization models as well as other issues regarding privacy in 
social networks is covered in [38]. Various community detection 
techniques are also well studied in the literature [12, 17]. A survey 
of graph generators models is presented in [10]. In this paper we 
use the Erdos-Renyi random network model [5] and R-MAT 
power law model [9]. 

3. SOCIAL NETWORK ANONYMITY 

MODELS 

In this section the two anonymity models used in this paper, k-
anonymity for social networks and k-degree anonymity, are 
briefly introduced. Since in this paper our focus is on community 
preservation based on the social networks structure, we make the 
additional simplifying assumption that the nodes in the social 
network do not have quasi-identifier attributes (such as Age and 
ZipCode); accordingly, the anonymization process is based on the 
social network structure only. Sensitive attribute values that need 
to be protected from potential intruders (such as ICD9Code and 
Income) are preserved in the social network.  

Consider an initial social network modeled as a simple undirected 
graph G = (N, E), where N is the set of nodes and E is the set of 
edges. Only binary relationships are allowed in this model. 
Additionally, all relationships are of the same type and they are 
represented as unlabeled undirected edges. These edges are 
assumed to be known by an intruder. Based on this graph 
structure, an intruder is able to identify individuals and to reveal 
their sensitive information due to the uniqueness of their 
neighborhoods. 

We illustrate an example of social network, labeled G1, in Figure 
1. This network has 12 nodes and 12 edges. 

 
Figure 1. Social network example, G1. 

 

3.1 K-Anonymity for Social Networks 

In this model, the nodes from the social network are partitioned 
into pairwise disjoint clusters based on a similarity criteria. These 
clusters are generalized to super-nodes, which may be connected 
by super-edges. The goal of this process is to make any two nodes 
belonging to the the same cluster indistinguishable based on their 
relationships. To achieve this objective, Campan and Truta 
developed intra-cluster and inter-cluster edge generalization 
techniques that were used for creating super-nodes and super-
edges [7]. To satisfy the k-anonymity for social networks 
clustered model – model derived from the well-known k-
anonymity property for microdata [28, 30], each cluster must have 
at least k nodes. The algorithm used to create these clusters is 
named Social Network Greedy Anonymization (Sangreea). This 
algorithm partitions the set of nodes in the social network into a 
set of disjoint clusters with size at least k and with nodes as 
similar to each other as possible in terms of their neighborhoods.  

In the anonymized network, each cluster is replaced by a super-
node and edges from the original network are generalized via an 
edge generalization process which preserves the number of edges, 
in other words, it does not add or delete edges. The edge 
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generalization process is divided into two components: edge intra-
cluster generalization and edge inter-cluster generalization. 

Edge intra-cluster generalization is a process in which each of the 
clusters is generalized into a single super-node and the 
information released with it is the pair of values (|cl|, |Ecl|), where 
|X| represents the cardinality of the set X, cl represents the set of 
nodes in the cluster, and Ecl represents the set of edges that 
connect two nodes from cl. An example of such super-node 
information would be (4, 3), which means that the cluster has four 
of the original nodes with three edge between them. Hiding the 
precise connectivity information between nodes in the same 
cluster will protect the identity of cluster’s nodes.  

Edge inter-cluster generalization is a similar process for edges 
between two clusters. In the anonymized graph, the set of inter-
cluster edges between any two clusters is generalized into one 
single super-edge. The information released due to this process is 
the value |Ecl1, cl2|, where cl1 and cl2 are the two clusters and Ecl1, cl2 
represents the set of edges that connect the two clusters. In other 
words, each super-edge is described by the number of edges 
connecting nodes within the two super-nodes. The time 
complexity of Sangreea is O(n2). For complete details of the 
Sangreea algorithm please consult [7]. 

Figure 2 shows the anonymized network, AG1 that was obtained 
by applying Sangreea algorithm to the social network G1 (see 
Figure 1). This anonymized network satisfies 4-anonymity for 
social network property (k = 4). 

 
Figure 2. Anonymized social network, AG1.  

 

3.2 K-Degree Anonymity 

K-degree anonymity protects against intruders’ attacks with 
background knowledge that is limited to nodes’ degree. A social 
network is k-degree anonymous if for every node X in the 
network, there are at least k-1 other nodes with the same degree as 
the node X [18]. While an initial algorithm to create a k-degree 
anonymous network was proposed in [18], we used for this paper 
the Fast K-Degree Anonymization (FKDA) algorithm proposed by 
Lu et al. [19].  

FKDA anonymizes a social network by adding edges in a greedy 
fashion until the network is k-degree anonymous. First, the nodes 
of the original graph are separated into several groups. Second, 
each predetermined group will be anonymized by adding edges to 
the nodes in the group until all the nodes in the group have the 
same degree. If anonymization cannot be achieved for a group in 
this edge creation algorithm, a more relaxed approach of adding 
edges is allowed, where nodes in the group being anonymized are 
connected to any nodes in the graph. The performing of the 

relaxed addition can destroy the anonymity of nodes processed in 
previous steps – and if this happens, the whole process is restarted 
from scratch. The time complexity for FKDA is O(n2) in the worst 
case, where n is the total number of nodes in the network. For 
complete details of the FKDA algorithm please consult [19]. 

Figure 3 illustrate the anonymized network, AG2 that was obtained 
by applying FKDA algorithm to the social network G1 (see Figure 
1). The dashed lines represent the new relationships added by 
FDKA algorithm. In this anonymized network the nodes X1, X2, 
X3, and X4 have degree 4; the nodes X5, X6, X7, and X8 have degree 
2, and the remaining nodes X9, X10, X11, and X12 have degree 1. 
This network satisfies 4-degree anonymity (k = 4). 

 
Figure 3. Anonymized social network, AG2. 

 

4. DE-ANONYMIZATION PROCESS 

To compare communities between social networks and k-degree 
anonymous social network is easier since both the initial and 
anonymized networks have the same number of nodes and only 
the number of edges differ (see Figure 1 and Figure 3). This 
comparison is more difficult in case of k-anonymous social 
networks because the number of nodes in the anonymized 
network is reduced by a factor of k from the initial social network. 
To avoid this problem we “de-anonymize” k-anonymous social 
networks using two different models to try to revert the 
anonymization process and create replicas of the original network. 
The de-anonymized networks will have the same number of nodes 
and edges as the original network, allowing therefore for a fair 
comparison of communities. 

Two possible de-anonymized social networks of the anonymized 
network AG1 (see Figure 2), labeled DG1 and DG2, are shown in 
Figures 4 and 5. Notice that they have the same number of nodes 
and edges as the initial social network G1, but they have a 
different structure.  

To de-anonymize a k-anonymous social network we re-use the 
two methods presented in [1, 32], Uniform De-anonymization [32] 
and R-MAT De-anonymization [1]. Uniform De-anonymization 
will randomly create edges between nodes within each super-node 
up to the number of edges in that super-node, and between nodes 
from different super-nodes until the number of generated edges 
corresponds with the super-edge weight (similar with Erdos-Renyi 
random graph generator method). The R-MAT De-anonymization 
method is based on the assumption that many real-world networks 
are scale-free, and their nodes degree distribution follows a 
power-law. A complete description of this de-anonymization 
method can be found in [1]. 
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Figure 4. De-anonymized social network, DG1. 

 

 
Figure 5. De-anonymized social network, DG2. 

 

5. COMMUNITY DETECTION 

In this paper we study how well anonymized social network 
preserve existing communities from the original social networks. 
We chose to focus on a specific community detection method 
known as Louvain method [4, 27] which is a heuristic algorithm 
based on modularity optimization [23]. This community detection 
method is implemented in the social network analysis software, 
Pajek, which we used for our experiments [25]. The modularity is 
a quality function that can be computed for a graph partitioned in 
communities. This modularity function is defined for a social 
network G = (N, E) as follows [23]: 

𝑄 = 1
2𝑚 ෍ ቆ𝐴௜௝ −

𝑘௜𝑘௝
2𝑚ቇ𝛿൫𝑐௜ , 𝑐௝൯

௡

௜,௝ୀଵ  
௜ஷ௝

, 

where  

� n represents the number of nodes (n = |G|); 

� m represents the number of edges (m = |E|); 

� ci and cj represents the communities to which nodes Xi and Xj 
have been assigned; 

� Aij represents whether there is an edge between nodes Xi and 
Xj (Aij ≠  0)  or  not  (Aij = 0); 

� ki and kj represents the degree of nodes Xi and Xj; 

� δ(ci, cj) is 1 if nodes Xi and Xj belong to the same community 
(ci = ucj) and 0 otherwise. 

Since the terms from the modularity sum are non-zero only for 
nodes from the same community, the modularity function can be 
rewritten as [12]: 

𝑄 =෍ቈ𝑙௖𝑚 − ൬ 𝑑௖2𝑚൰
ଶ
቉

௡೎

௖ୀଵ
, 

where  

� nc represents the number of communities; 

� lc represents the total number of edges joining nodes from 
community c (inter-cluster edges); 

� dc represents the sum of the degrees of nodes from c. 

As stated in [12], ௟೎௠ is the actual fraction of edges in the network 

inside the community and ቀ ௗ೎ଶ௠ቁ
ଶ
 is the expected fraction of edges 

that would be there if the network will be a random network with 
same expected degree for each node. 

This modularity function has a drawback that sometimes creates 
communities that contains very dense communities that are 
weakly connected [12]. In such case it might be more appropriate 
to consider the dense communities as individual communities. To 
alleviate this problem, a resolution parameter r was introduced 
and the new modularity function is defined as [12]: 

𝑄௥ =෍ቈ𝑙௖𝑚− 𝑟 ൬ 𝑑௖2𝑚൰
ଶ
቉

௡೎

௖ୀଵ
. 

When resolution parameter is greater than 1 then larger number of 
smaller communities is desired, when resolution parameter is less 
than 1 then smaller number of larger communities is sought. Of 
course, the value 1 is equivalent with the original definition of 
modularity function. 

A modularity-based community detection algorithm will try to 
find a set of communities that will maximize the modularity 
function. Unfortunately, the optimal solution is an NP-complete 
problem [6], and existing algorithms are based on heuristic 
solutions such as greedy techniques, simulated annealing, 
extremal optimization, and spectral optimization [12]. 

In this paper we use a heuristic method based on modularity 
optimization known as Louvain implementation [4, 27] from 
Pajek 3.14 [25]. While this implementation allows changing the 
resolution parameter, we chose to use only the default value, 1, in 
other words we used the original modularity function as the 
optimization criterion. This algorithm is divided into two phases 
that are repeated iteratively. In the first phase each node is 
assigned to one community and then nodes are moved between 
communities in such a way that the modularity gain is maximized. 
After a series of moves no node move will create a modularity 
gain. In the second phase, a weighted network is built from the 
network obtained at the end of the first phase. In this weighted 
network, one node represents a community from the original 
network, and weights are added to edges to represent the number 
of original edges that are collapsed into a super-edge. Once this 
phase is completed, then the first phase of the algorithm will be 
reapplied to this new network. The process of repeating these two 
phases will stop when the modularity is maximized. More detailed 
about this algorithm as well as an example can be found in [4]. 
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5.1 Community Preservation 

Using Louvain method we can compute communities for the 
initial social networks, the k-degree anonymous social networks 
(Section 3.2), and the de-anonymized k-anonymous social 
networks (Sections 3.1 and 4). To compare the results between an 
anonymized social network and the corresponding initial social 
network we simply count how many nodes from the original 
communities remained in the same community after the processes 
of anonymization and de-anonymization. We illustrate this 
approach with the following example. Figure 6 shows the initial 
social network, labeled SN1. Figure 7 shows a social network that 
was obtained from the initial social network by applying Sangreea 
algorithm with k = 2 and then the R-MAT de-anonymization 
procedure (SN2). Figure 8 shows a 2-degree anonymous social 
network obtained by applying FKDA algorithm with k = 2 (SN3). 

Table 1 shows the communities and how they are preserved 
between SN1 and SN2, in other words for k-anonymity for social 
networks privacy model. Table 2 illustrate the communities and 
how they are preserved between SN1 and SN3, in other words for 
k-degree anonymity privacy model. The communities were 
obtained using Louvain method. 
 

 

Figure 6. Initial social network, SN1.  

 

 

Figure 7. De-anonymized social network, SN2.  

 

Figure 8. 2-degree anonymous social network, SN3.  

 

To compute the % preservation column, for each community from 
SN1 we select a corresponding community from SN2 or SN3 that 
contain the maximum number of elements from the initial 
community. For instance for the third community from Table 2, 
{6, 9, 16, 18}, the best match is the community {6, 9, 18} and the 
% preservation is 3/4. To find out an overall community 
preservation measure we average the results from the % 
preservation column and we obtain the following results:  

� CommunityPreservation(SN1, SN2) = 89% 

� CommunityPreservation(SN1, SN3) = 93%. 

 

Table 1. Community preservation – k-anonymity for social 

networks 

Community 

ID 

Communities 

in SN1 

Communities in 

SN2 

% 

Preservation 

1 1, 3, 10, 15 1, 2, 3, 5, 10, 15 100% 
2 2, 4, 5, 7, 8 4, 6, 8, 18 40% 
3 6, 9, 16, 18 7, 9, 16 50% 
4 11 11 100% 
5 12 12 100% 
6 13 13 100% 
7 14 14 100% 
8 17 17 100% 
9 19 19 100% 
10 20 20 100% 

  

Table 2. Community preservation – k-degree anonymity 

Community 

ID 

Communities 

in SN1 

Communities in 

SN3 

% 

Preservation 

1 1, 3, 10, 15 1, 3, 7, 10 75% 
2 2, 4, 5, 7, 8 2, 4, 5, 8, 15, 16 80% 
3 6, 9, 16, 18 6, 9, 18 75% 
4 11 11, 12 100% 
5 12 13 100% 
6 13 14 100% 
7 14 17 100% 
8 17 19 100% 
9 19 20 100% 
10 20 - 100% 
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6. EXPERIMENTS AND RESULTS 

We study the preservation of communities between original and 
anonymized/de-anonymized versions of the following publically 
available datasets: 

� Cond is a collaboration network of scientists [22]. This 
network is undirected and consists of 16,726 nodes, 47,594 
edges, and 1247 communities. The number of communities is 
obtained using Louvain method from Pajek network analysis 
tool. Two scientists are considered connected (have an edge 
between them) if they coauthored a paper.  

� Enron dataset is a network of email exchanges [15, 16]. It is 
an undirected network with 36,692 nodes, 183,831 edges, 
and 1286 communities. Each node in this network represents 
an email address. An edge exists between two nodes if at 
least one email was sent from one node to the other from that 
edge.  

� YouTube dataset is an undirected social network [36]. The 
network has 1,157,827 nodes and 2,987,624 edges. Due to 
the large number of nodes and edges in the network, we 
extracted three sub-graphs from it. Each sub-graph is a well-
defined community from the original network. Again, we 
used Louvain method from Pajek to extract the communities. 
YouTube network has 30,814 communities. Only six of these 
communities have number of nodes in the range between 
15,000 and 40,000 which is the range of nodes we look for in 
our experiments. We will refer to these communities as the 
preferred-communities. When creating a sub-graph for a 
community, we retained only the nodes that members of the 
specified community and the edges that connect these 
selected nodes. 

After creating the sub-graphs for the preferred-communities, we 
chose three sub-graphs as our initial social networks based on a 
unique feature for each one of them. Following is the description 
of these networks:  
� YouTubeLargest is the largest community in YouTube 

preferred-communities. It has 37,530 nodes, 121,337 edges, 
and 363 communities. We used the number of nodes to 
measure the size of the communities and determine the 
largest one.  

� YouTubeCompact is the most compact community from 
YouTube preferred-communities. We used the Clustering 
Coefficient to measure the compactness of the network. 
When using Pajek to measure the Clustering Coefficient [33, 
34] for YouTubeCompact, Watts-Strogatz Clustering 
Coefficient was 0.24883441 and Network Clustering 
Coefficient (Transitivity) was 0.04206904, which are the 
largest values among the other communities in the preferred-
communities. YouTubeCompact contains 20,272 nodes, 
28,026 edges, and 128 communities.  

� YouTubeRandom is a community that was chosen 
randomly from YouTube network preferred-communities. It 
has 22,409 nodes, 27,927 edges and 143 communities. 

The steps for the experiments to measure the community 
preservation are:  

� First, we started with the initial networks (Cond, Enron, 
YouTubeLargest, YouTubeCompact, YouTubeRandom) 
described previously. We anonymized these networks with 

FKDA and Sangreea using several anonymity parameter k: 5, 
10, 15, 20, 25, and 50. 

� For each k-anonymous social network we generated 5 de-
anonymized networks using Uniform De-anonymization and 
5 de-anonymized networks using R-MAT De-anonymization 
(Section 4). Repeating the de- anonymization process 5 times 
was done because of the randomness of the de-
anonymization process. In this step, we also run the de-
anonymization processes for a k-anonymous social network 
with k = n (size of the network), this is equivalent with 
executing Uniform and R-MAT de-anonymization without 
having any knowledge regarding the initial network structure 
except its size (the number of nodes and the number of 
edges).  

� After that, we extracted the communities of the original 
networks using Louvain community detection method in 
Pajek using the following steps: Network-> create partition-
>Communities->Louvain Method-> Multi- Level Coarsening 
+ Multi- Level Refinement. 

� Then, we extracted the communities from k-degree 
anonymous networks and the de-anonymized networks as 
described in the previous step. 

� To compute the community preservation, we mapped every 
community detected in the original network to the best match 
community in the anonymized/de-anonymized networks. A 
best match community would be a community that has the 
most nodes from the original community. After that, we 
compute the percentage of nodes that remain the same 
community before and after the anonymization/de-
anonymization process. Finally, we take the average 
community preservation for all the communities in the 
original network. An example of this process is shown in 
Section 5. 

� Since we generated 5 de-anonymized networks for each k-

anonymous social network, the community preservation 
determined in those cases is averaged. 

The workflow of our experiments is shown in Figure 9. The 
average community preservation (% preservation) results for the 
community preservation experiments are shown in Figures 10-14 
for Cond, Enron, YouTubeLargest, YouTubeCompact, and 
YouTubeRandom datasets. The vertical axis represents the 
percentage of the average community preservation for the 
networks. The last k value represents the size of the network and 
we report in this case the community preservation when there is 
no k-anonymous social network available; in other words all the 
nodes and edges are collapsed into a super-node where the 
number of nodes and the number of edges for the entire initial 
network are reported. The community preservation for this case 
represents the baseline value, and in all experiments the 
community preservation is superior to this baseline case. 

For Cond network (Figure 10), FKDA had a good preservation of 
the communities of the original network and there were a 
noticeable decrease only in the case were k = 50. On the other 
hand, R-MAT and Uniform de-anonymization had almost 
identical preservation for the communities of the original network 
except for the case where k = 5, R-MAT had much better 
preservation than Uniform. 

For Enron network (Figure 11), FKDA preserved the communities 
of the original network very well. R-MAT de-anonymization 
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preserved the communities of the original networks well when k 

was small and the community preservation started to drop rapidly 
as k got larger. Uniform de-anonymization had the lowest 
preservation of communities when k was 5 and 10, but for the 
larger values of k, Uniform performed slightly better than R-
MAT. 
 

 
Figure 9. Workflow for community preservation experiments.  

 

 
Figure 10. % preservation for Cond.  

 

 
Figure 11. % preservation for Enron.  

 
Figure 12. % preservation for YouTubeLargest.  

 

 
Figure 13. % preservation for YouTubeCompact.  

 

 
Figure 14. % preservation for YouTubeRandom.  

 

FKDA also preserved the communities well for YouTubeLargest 
network for all k values (Figure 12). And as with Cond network, 
R-MAT performed better when k was 5 but for the larger values 
of k R-MAT and Uniform had almost the same preservation. 

For YouTubeCompact (Figure 13) and YouTubeRandom (Figure 
14) we had similar curves for FKDA, R-MAT De-anonymization, 
and Uniform De-anonymization. FKDA had the best preservation 
of communities followed by R-MAT De-anonymization. For both 
of these cases the preservation of communities decreased 
continuously. However, Uniform De-anonymization had the worst 
community preservation with an almost steady line. 
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Figure 15. Improvement factor for Cond.  

 

 
Figure 16. Improvement factor for Enron.  

 

Based on the results reported in Figures 10-14, we conclude that 
FKDA algorithm preserves very well the community structure of 
the initial social network. This result is expected since k-degree 
anonymity keeps most of the initial structure of the social 
network. However, as pointed out in Section 3, k-degree 
anonymity is a “weak” anonymity model since it assumes that an 
intruder has only knowledge about the degree of individuals in the 
network and not about the network structure. The other two 
methods used in conjunction with k-anonymity for social network 
model (Uniform and R-MAT de-anonymization) while clearly 
outperformed by FKDA, also preserves to some extent the 
community structure of the original network. As expected R-MAT 
de-anonymization is, in general, outperforming Uniform de-
anonymization. Figures 15-19 show the improvement factor of 
those two methods compared with the communities that exist in a 
random graph (uniform random graph and R-MAT random graph) 
with the same number of node and vertices (the improvement 
factor for this baseline case is 1). 

As expected, the smaller the value of k, the communities are better 
preserved. However, this is not true for some of the experiments. 
For FKDA, since the results are very similar for all values of k, in 
some cases the % preservation increases when k increases. This is 
due to addition of edges within original communities for larger k 
which contribute to their preservation in the anonymized dataset. 
For de-anonymization the only such inversion is detected for 
Enron dataset and Uniform de-anonymization method. This is 
likely because the Sangreea algorithm breaks larger communities 
in super-nodes of size k, and then the Uniform de-anonymization 
will generate edges between vertices from different communities 

such that the initial communities cannot be found in the final de-
anonymized networks. R-MAT de-anonymization is able to better 
preserve such community due to its edge generation procedure 
that follows better the degree distribution of the initial network. 

It is also worth noting that in all three experiments that use 
YouTube dataset, the communities are well preserved in case of 
R-MAT de-anonymization and low k values, in particular for 
YouTubeCompact and YouTubeRandom, the improvement factor 
is over 5 (for k = 5). This is due to a combination of factors. First, 
as stated above, the R-MAT de-anonymization is preserving the 
original network structure better. And second, the communities 
are not well preserved in case of a random graph, thus the % 
preservation is very law for the baseline case.  

 
Figure 17. Improvement factor for YouTubeLargest.  

 

 
Figure 18. Improvement factor for YouTubeCompact.  

 

 
Figure 19. Improvement factor for YouTubeRandom.  
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7. CONCLUSIONS AND FUTURE WORK 

In this paper, we studied how well communities are preserved 
when social networks are anonymized. We analyzed two models 
k-anonymity for social networks and k-degree anonymity. Our 
results show that FKDA algorithm used to create a k-degree 
anonymous network preserved very well the communities from 
the initial networks. The de-anonymization methods used after the 
social networks were anonymized with Sangreea algorithm (to 
became k-anonymous social networks) also are able to preserve, 
although less successfully than FKDA, the initial communities. In 
most experiments the R-MAT de-anonymization outperforms the 
Uniform de-anonymization. 

From the privacy point of view, k-anonymity for social networks 
enforces a much stronger model than k-degree anonymity. K-
degree anonymity only considers the degree of each node as 
possible background knowledge for an intruder; so an intruder 
with more knowledge about the network structure can breach the 
privacy of a k-degree anonymous network. For k-anonymous 
networks, an intruder with any background knowledge about the 
structure of the network cannot breach the privacy of the network. 

There are several future research directions that we want to 
pursue. First, the community preservation measure is useful when 
the number of communities is roughly the same between the 
initial and anonymized social network. When the number of 
communities in the anonymized social network decreases it is 
likely that the original communities are preserved in larger 
communities. Our measure does not distinguish between these 
two situations and, therefore, we intend to create a more robust 
way of comparing communities’ preservation. Second, the 
criterion to construct super-nodes in Sangreea is based on 
neighbor similarities between all nodes from the network. We 
intend to adapt Sangreea algorithm to create super-nodes with 
nodes that belong to one community, and in this way we hope to 
increase the community preservation.   
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