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Abstract. This research paper deals with reconfigurable discrete-event control 

systems which are distributed on networked devices to execute control software 

tasks with shared resources. A reconfiguration scenario is also assumed to be 

any addition, removal or update of tasks and shared resources. Nevertheless, the 

addition of resources at run-time can bring the system to a blocking problem 

that is sometimes unsafe. We propose to enrich the formalism Reconfigurable 

Timed Net Condition/Event Systems (R-TNCES) with the well-known protocol 

Priority Ceiling Protocol (PCP) in order to model and verify safety reconfigura-

tion scenarios. The paper is applied to a study case illustrating our contribution. 
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1 Introduction 

Reconfiguration is the qualitative change in the structure, functionality, and algo-

rithms of the control systems. This is due to qualitative changes of goals of control, 

the controlled system or of the environment the system behaves within. Partial fail-

ures, breakdowns, or even human intervention may cause such changes. Thus, the 

development of Reconfigurable Distributed Control Systems (RDCS) is not an easy 

activity to perform since they should be adapted to their environment under functional 

and temporal constraints. These systems are distributed on networked devices which 

execute control tasks with shared resources. The RDCS's devices may actually share 

physical or logical resources (robots, material movement systems, machining centers, 

etc.) which may be added or removed according to users' requirements with specific 

evolutions in the environment. 

A reconfiguration scenario is assumed, in [1], to be any addition, removal or up-

date of control tasks to insure the required flexibility of the system and according to 

well-defined users' strategies. Nevertheless, this definition is incomplete since it does 

not consider the reconfiguration of resources. We propose, then, a new definition of 

reconfiguration to deal with the addition and removal of resources shared by tasks. 



We note that no one in our community proposed a same. To model and verify recon-

figurable systems, the authors in [2] propose a new formalism named Reconfigurable 

Timed Net Condition/Event Systems (R-TNCES) extending the formalism TNCES 

[3] and Petri nets to model the different behaviors of the system to be executed after 

different reconfiguration scenarios. Even though this formalism is original and useful, 

the authors do not consider the case of shared resources to be adapted at run time. 

Nowadays, several research works are proposed to manage the problems of shared 

resources [4] [5]. Two well-known protocols have been selected in our community to 

encode the management of resources: Priority Inheritance Protocol (PIP) [6] and Pri-

ority Ceiling Protocol (PCP) [7]. The second protocol is better than the first since it 

avoids deadlock problems. Today, several research works are based on these two 

protocols, but no one consider them for the case of reconfigurable resources in DRCS. 

Since it is an expressive formalism for adaptive systems, we propose in this paper to 

enrich RTNCES with the protocol PCP in order to model both tasks and resources. 

Our goal is to check that any reconfiguration of resources or tasks does not bring the 

whole architecture to a blocking situation. We propose three modules to specify the 

behavior of each resource such that the first represents the control of the resource, the 

second its state and the third its ceiling which is a priority equal to the highest priority 

of any task that may lock the resource. We also propose two sub-modules for each 

control task: the first for its control and the second for its state. We use SESA [8] as a 

model-checker to check the safety of each reconfiguration scenario that can possibly 

be applied to the system. The Computation Tree Logic (CTL) [9] is used to specify 

the deadlock property which will be verified on the system. We consider in this paper 

a case study which illustrates the relevance of our contribution. 

The current paper in organized as follows: the next section describes useful prelim-

inaries for the reader to understand our contribution. Section 3 discuses the state of 

the art. We expose, in Section 4, the case study and detail our problem. Section 5 

proposes our contribution, before finishing the paper in Section 6  with a conclusion 

and an exposition of our future works. 

2 Preliminaries 

We present in this section the formalism R-TNCES which extends Petri nets and 

TNCES [3] for the modeling of adaptive control systems. We expose, thereafter, two 

well-known protocols: PIP and PCP, for the management of resource sharing. 

2.1 Modeling formalisms 

Timed Net Condition/Event Systems:  

A Timed Net Condition/Event System (TNCES) [3] has a modular structure which 

may be basic or composite. A basic TNCES is an elementary module extending Petri 

nets by proposing the new concepts of event and condition signals. A composite 

TNCES can be composed of basic/composite interconnected modules in a hierarchical 

form. A TNCES, as shown in Fig. 1, is formalized as a tuple in [13] as follows: 



TNCES = {PTN; CN; WCN; I; WI; EN; em} 

where: (i) PTN = (P; T; F; K; WF) is a classic Place/Transition Net, (ii) CN ⊆ (P × 

T) is a set of condition arcs, (iii) WCN: CN → N
+
 defines a weight for each condition 

arc, (iv) I ⊆ (P × T) is a set of inhibitor arcs, (v) WI: I → N
+
 defines a weight for each 

inhibitor arc, (vi) EN ⊆ (T × T) is a set of event arcs free of circles, (vii) em : T → 

{∨,∧} is an event mode for every transition (i.e. if ∧ then the corresponding events 

have to occur simultaneously before the transition firing, else if ∨ then one of them is 

enough). 

 

Fig. 1. Example of an TNCES. 

Reconfigurable Timed Net/Condition Event Systems: 

Reconfigurable Timed Net/Condition Event System (abbr. R-TNCES) is an exten-

sion of the formalism TNCES with a specific function of self-reconfiguration. A R-

TNCES is formalized in [2] as a structure : 

RTN=(B, Rec) 

where B is the behavior module which is a super set of TNCESs which model differ-

ent behaviors of the system. The authors in [2] formalize B as follows:  

B = (P, T, F, W, V , Z,  CN, EN, DC) 

where: (i) P (resp. T) is a superset of places (resp. transitions), (ii) F ⊆ (P×T) ∪ (T×P) 

is a superset of flow arcs, (iii) W : (P×T) ∪ (T×P) → {0, 1} maps a weight to a flow 

arc, W(x, y)>0 if (x, y) ∈ F, and W(x, y) = 0 otherwise, where x, y ∈ P ∪ T, (iv) CN 

⊆ (P × T) (resp. EN ⊆ (T × T)) is a superset of condition signals (resp. event signals), 

(v) DC : F ∩ (P × T) → {[l1,h1], ..., [l| F ∩ (P × T) |, h| F ∩ (P × T) |]} is a superset of 

time constraints on output arcs, where  i ∈[1, | F ∩ (P × T) ]|, li, hi ∈ ℕ, and li < hi, 

(vi) V : T → {⋀, ⋁} maps an event processing mode (AND or OR) for every transi-

tion, (vii) Z0= (M0, D0), where M0 : P → {0, 1} is the initial marking, and D0: P → 

{0} is the initial clock position. 

The module Rec = {r1, ..., rm}  is defined in [2] as a  control module which is a set 

of reconfiguration functions dealing with the automatic transformation from a TNCES 

to another. It was proposed for the optimal modeling of reconfigurable discrete event 



systems. We propose in this paper to use R-TNCES as a formalism to model recon-

figurable DRCS since it expressively allows to add or remove any place or transition. 

2.2 Resource sharing protocols 

Priority Inheritance Protocol: 

Priority Inheritance Protocol (PIP) in real-time computing is a solution to avoid 

the problems of priority inversion. As introduced in [6], the basic PIP prevents any 

blocking of higher priority tasks by lower ones. In fact, if a lower priority task blocks 

a higher one, then it should execute its critical section with the priority level of the 

higher priority task that it blocks. In this case, we say that the lower priority task in-

herits the priority of the higher priority task. In PIP, the maximum blocking time (due 

to a lower priority task) is equal to the length of one critical section and the blocking 

can occur at most one time for each lock. A PIP operation is summed up in [6] as 

follows: Let us assume a system to be composed of a set of tasks {T1...Tn} such that 

(i) Ti and Tk share a resource R (i ∈ (1,n) and k ∈ (1,n)), (ii) Priority of Ti is lower 

than Tk's. Then, if Tk is blocked on a semaphore that corresponds to a resource in use 

by Ti,  then Ti immediately inherits the priority of Tk in order to unblock it as soon as 

possible. 

Priority Ceiling Protocol 

The Priority Ceiling Protocol (PCP) [7] in real-time computing is a synchroniza-

tion protocol for shared resources to avoid unbounded priority inversion and mutual 

deadlock due to wrong nesting of critical sections. In this protocol, each resource R is 

assigned a priority ceiling Cl(R), which is equal to the highest priority of the 

tasks that may lock it. A task can acquire a resource only if the resource is free and 

has a higher priority than the priority ceiling of the rest resources in lock by other 

tasks. Let us assume a system to be composed of the tasks T1, T2, T3 and T4 (having 

respectively the increasing priorities 1, 2, 3 and 4) and two resources R and Q: R can 

be used by T1 and T2 and Q by T1 and T4. Then, C(R)=2 and C(Q)=4. Thus, T2 is 

blocked if it tries to block R which is free when Q is locked. PCP brought improve-

ments from PIP since it gives guarantees that there is no deadlock and each task in 

blocked at most the duration of one critical section. However, there is a downside 

when using PCP; there is more run-time overhead than PIP. 

3 State of the art 

Nowadays, several research works are proposed to deal with shared resources in con-

trol systems. Actually, when dealing with concurrent systems, very complex behav-

iors may sometimes be faced because of the interaction among the concurrent pro-

cesses that share resources. Previous studies showed that Petri nets are useful tools to 

model such systems [10] [11] [12], but they did not deal with the shared resources 

issue. The work [4] supposed that each sub-system has only one shared resource. 

Authors of [5] proposed a special class of shared-resource systems with restrictions 



by using structural and behavioral conditions on Petri net models. Since we are deal-

ing with reconfigurable resources in DRCS, we affirm that no one in our large com-

munity treats this problem. We propose in this paper an original contribution to ex-

tend and enrich R-TNCES with PCP to model and verify reconfigurable tasks and 

resources for the safety of any reconfiguration scenario to be applied on the system. 

4 Case study and problem 

Let us assume a reconfigurable discrete event system to be composed of two tasks A 

and B. We suppose that these two tasks share initially the resources Q and R (as 

shown in Fig. 2) before applying a reconfiguration scenario which will add a new 

resource S (to be used by both A and B). This case was not treated in any related work 

and forms a new problem dealing with reconfigurable resources. We suppose that B 

has the highest priority (B > A ). We suppose that the system is safe before the recon-

figuration scenarios. But, once the reconfiguration is applied, a deadlock certainly 

occurs according to Fig. 3. In fact, A starts by using R before being interrupted by B 

due to the latter's higher priority. B is then blocked because it tries to lock R (P(R)) 

which is hold by A. A continues progressing until it frees R (V(R)) and B interrupts it. 

When B asks for Q (P(Q)), it is interrupted because Q is hold by A. A is lately blocked 

when it asks for S (hold by B). A deadlock occurs thus, because A is waiting for S 

while B for Q. Regarding to situation, we affirm that reconfiguration scenarios can 

bring the system to blocking situations. The latter can be met if we apply R-TNCES 

according to [2] to model the tasks A and B as illustrated in Fig. 4. This is proven by 

applying the CTL formula AG EX TRUE which turned out to be false . 

 

Fig. 2. Behavior of A and B before a reconfiguration scenario. 



 

Fig. 3. Behavior of A and B after a reconfiguration scenario. 

 

Fig. 4. The illustrative example's R-TNCES. 

 

Fig. 5. Screenshot from SESA. 

This is why we aim in this paper to check the safety of each scenario by enriching 

R-TNCES with the PCP protocol. We propose in the following sections new patterns 

to model reconfigurable discrete event systems according to R-TNCES by using PCP. 



This contribution is original since R-TNCES is an original formalism for reconfigura-

ble systems, but lacks of useful mechanisms to manage shared resources. Let us re-

member the reader that in [2] the authors do not consider the eventual addition or 

removal of resources in the system. 

5 Contribution 

Since R-TNCES is a useful formalism to model reconfigurable systems, we aim in 

this paper to propose a new PCP-based extension to this formalism  in order to check 

the system's safety after any reconfiguration scenario dealing with the addition or 

removal of resources. 

5.1 Formalization  

We present in this section the formalization of Distributed Reconfigurable Control 

Systems sharing resources. 

DRCS 

We assume in the current paper that a DRCS D to be composed of n1 networked 

reconfigurable sub-systems sharing n2 resources. Then we extend the formalization of 

DRCS in [2] by adding the new set of resources as follows: 

D = ( ∑R-TNCES, ϖ, ∑M, ∑R ) 

where: (i) ∑R-TNCES is a set of n1 R-TNCES, (ii) ϖ a virtual coordinator handling 

∑M, a set of Judgment Matrices, (iii) ∑R, a set of n2 shared resources. The virtual 

coordinator ϖ and ∑M are detailed in [2]. The original parameter here is ∑R which 

refers to a set of reconfigurable resources. 

Shared resources 

On the basis of PCP's definition and the flexibility expected from the DRCS, we 

define a resource R as follows : 

R = ( Rec, S, Cl ) 

where: (i) Rec (Reconfiguration) indicates whether R is added to the system / Rec 

∈ {added, !added}. Actually, since DRCSs are reconfigurable, a resource may be 

activated or deactivated when switching from one mode to another, (ii) S indicates the 

state of R / S ∈ {free, hold by a taski}, (iii) Cl is used for the ceiling of R. 

Control tasks 

Based on the expected reconfiguration of the system, we define a task T by : 

T = ( Rec, S ) 



where: (i) Rec (Reconfiguration) indicates whether T is added to the system (de-

pending on the selected mode) / R ∈ { added, !added }, (ii) S indicates the state of T / 

S ∈ { idle, execute, wait, P(Ri), V(Ri) } and P(Ri) means locking Ri and V(Ri) unlock-

ing it. 

5.2 Modeling 

We are interested in this research work in the reconfiguration of both tasks and shared 

resources. We propose, then, new solutions to introduce PCP in R-TNCES to avoid 

any blocking problem after reconfiguration scenarios. We propose an R-TNCES 

model for each resource of ∑R and task of ∑R-TNCES. 

Shared resources 

We model each shared resource by a R-TNCES as shown in Fig. 6. The latter is 

composed of three TNCES modeling the resource's reconfiguration (Rec), state (S) 

and ceiling (Cl). Here is the modeling of a resource R: 

 

Fig. 6. A shared resource's modeling. 

Let's, now, dissect this R-TNCES into 3 TNCESs to analyze the structure of each 

one thereof and understand the role of each arc and place. 

The first TNCES, named Rec and represented in Fig. 7, models the reconfigura-

tion of the resource R. Actually, a DRCS, as its name suggests, is reconfigurable and 

may work under different modes. It may need, depending on the activated mode, the 

use of a set of resources. Thus, a resource may be used under some modes but not 

others. We suggest, therefore, that a resource may be added to a system or removed 

from it as required from the activated mode. That explains the fact that we have two 

places in the reconfigurable TNCES: "Added" and "!Added" (not added) respectively 

represented by p1 and p2. Two conditions leave the place "Added" to join transitions 



in the TNCES S (State). This is explained by the fact that a resource can not change 

status if it is not added to the system. 

 

Fig. 7. Shared resource's reconfiguration TNCES. 

The second TNCES (illustrated in Fig. 8), S, models the state of the resource R. A 

resource may be free or hold by a task Ti. Thus, we suggested the places "Free", 

"Hold by Ti",... and "Hold by Tn" (respectively represented by p3, p4 and p5) where 

R may be exclusively hold by a task from a set of n different tasks (n is an integer ∈ 

(1,+∞)). The conditions leaving the different places are due to the fact that, according 

to PCP, a task T may hold a given resource if the latter is free and the resources hold 

by other tasks have a ceiling lower than T's dynamic priority. We will see where those 

conditions are entering in the next TNCES. The different signals indicated on the 

figure above stand for: (i) S2: a signal going to Ti and confirming the lock of R by it, 

(ii) S3: a signal from Ti asking to unlock R, (iii) S5: A signal confirming that all the 

conditions required to lock R are met (based on PCP). 

 

Fig. 8. State TNCES. 

The last TNCES (represented in Fig. 9), Cl, models R's ceiling. It contains a place 

named "PoD" (Point of Decision) and several places type U(task, resource) and type 

C(task, resource). The two last types stand for: 



 U(Ti, R): this place will allow the use of the resource R by the task Ti. To switch 

from "PoD" to "U(Ti, R)", we need the two events "S1" and "S4.1". S1 is an event 

coming from the task Ti and asking to lock the resource R. S4.1 is actually the S4.2 

leaving the transition following C(Ti, R). The latter place will be drawn on the R-

TNCES of the resource Q. S5 is the signal which we explained in the previous 

TNCES. 

 C(Ti, Q): this place controls the use of Q by Ti by checking the PCP's requirements. 

To reach the place C(Ti, Q), we need, according to PCP, one of the two following 

conditions: the other resources, whose ceiling are higher than Ti's priority, are free 

or hold by Ti (hence the OR sign in the transition preceding C(Ti, R)). S4.2 on the 

opposite figure is the S4.1 which will enter the transition preceding U(Ti, Q) 

(drawn of the R-TNCES of the resource Q). 

 

Fig. 9. Ceiling TNCES. 

Running example 1 in case study 

In our case study, the different resources of our illustrative example (Section IV) 

have the same modeling since they have the same ceiling and are used by the same 

tasks. We choose to model the resource Q as shown in Fig. 10. 

 



 

Fig. 10. The resource Q's modeling 

The conditions entering the transition preceding C(Task, Resource) are used to 

guarantee that, when a task T tries to lock a resource, all the other resources -whose 

ceilings are not lower than the task's priority- are free or hold by T. Thus, we avoid 

any eventual deadlock and see the relevance of the PCP. 

Control tasks 

Each task T is modeled by a R-TNCES to be composed of two TNCESs as shown 

in Fig. 11: the first one is illustrating its reconfiguration (Rec), the second its state (S). 

 

Fig. 11. A task's modeling. 

We unpack the R-TNCES in Fig. 11 and analyze the functioning of its two 

TNCES. Due to the reconfigurable aspect of DRCS, a task may be added or removed 

to the system according to the activated mode. That's why the T's reconfiguration 



TNCES (Rec), represented in Fig. 12, contains two places: "Added" and "!Added" 

(respectively the places p9 and p10). Once T is removed, the event leaving the transi-

tion following "Added" will force the task T to switch from the state "Execute" to the 

state "Idle". A condition leaving the place "Added" will allow the switching from 

"Idle" to "Execute". 

 

Fig. 12. Task's reconfiguration TNCES. 

The second TNCES (Fig. 13) models the state of the task T. It contains the follow-

ing places: (i) Idle: as its names suggests, the task is idle, (ii) Execute: the task is run-

ning, (iii) Wait: the task was interrupted by another one, so it is waiting, (iv) P(R): the 

task T is asking to lock a resource R, (v) Q(R): the task T is unlocking the resource R. 

The R-TNCES of a task T should include as many P(R) and Q(R) as the resources it 

may lock, but, in this illustrative example, we decided that T will use just one re-

source (R).The different signals indicated on the figure above stand for:(i) S8.1: when 

T switches from "Idle" to "Execute", the event S8.1 will force the running tasks with 

lower priorities to switch from "Execute" to "Wait". T's S8.1 is actually the S8.2 of 

tasks with lower priorities, (ii) S9.1: when T switches from "Execute" to "Idle", the 

events S9.1 will force the waiting tasks with lower priorities to switch from "Wait" to 

"Execute". T's S9.1 are actually the S9.2 of tasks with lower priorities, (iii) S1, S2 and 

S3: refer to the last paragraph. 



 

Fig. 13. Task's state R-TNCES. 

Running example 2 in case study 

We continue our case study by modeling, here, the case study using R-TNCES and 

tasks and shared resources' modeling we previously proposed. Let's remember that B 

has a higher priority than A (priority(A)=1 and priority(B)=2), and Q, R and S are all 

shared by the two tasks (Cl (Q) = Cl (R) = Cl (S) = priority (B) = 2). We start by 

modeling the two tasks as following in Fig. 14: 

 

Fig. 14. A and B's modeling. 

Now that PCP is used, A and B's behaviors in time become as following in Fig. 

15. We note that the deadlock issue is now resolved. 



 

Fig. 15. A and B behaviors after using PCP. 

5.3 Verification 

Once the R-TNCES model of the DRCS is enriched with PCP, the next step is to veri-

fy whether the models meet users’ requirements. So, any reconfiguration scenario 

dealing with adding/removal or resources does not lead to a blocking situation. Mod-

el-checking is a technique for automatically verifying the correctness properties of 

finite-state systems. Model checking for TNCES and R-TNCES is based on their 

reachability graphs. SESA [8] is an effective software environment for the analysis of 

TNCES, which computes the set of reachable states exactly. Typical properties which 

can be verified are boundedness of places, liveness of transitions, and reachability of 

states. In addition, temporal/functional properties based on Computation Tree Logic 

(CTL) specified by users can be checked manually. The following e-CTL formula is 

applied: 

AG EX true 

This formula is proven to be true by SESA as  shown in the screenshot in Fig. 16, 

so there no deadlocks in our R-TNCES. 

 

Fig. 16. Screenshot from SESA. 

We also check the safety property by checking if a given resource may be simul-

taneously locked by two different tasks. The following CTL formula is checked: 

EF p22 AND p23 

where: (i) p22 is the place translating that the resource R is locked by the task A, (ii) 

p22 means that B locks R. This formula is proven to be false as illustrated in Fig. 17. 



 

Fig. 17. Screenshot from SESA. 

6 Conclusion 

This research paper deals with the verification of distributed reconfigurable control 

system sharing resources. These systems are composed of several control tasks. A 

reconfiguration scenario is assumed to be in this paper as any dynamic operation al-

lowing the addition, removal, update of tasks and resources. This is an original defini-

tion since no one in related works treats the case of changeable resources for recon-

figurable systems. Although the modification of tasks is easy to do, the addition of 

resources may lead the system to unpredictable situations where blocking problems 

can occur. We show in this paper as a running example a case study which blocks the 

system after the addition of resources. Since R-TNCES is a new and original formal-

ism for reconfigurable systems, we aim to enrich it with PCP in order to model 

DRCS. We extend the paper in [2] and propose models for resources and tasks to 

specify PCP. These models are applied in our case study which is proven to be safe 

thanks to our contribution. The contribution of this paper is well-useful for any real 

industrial case study since the resource sharing is often applied, but critical if run-time 

reconfiguration can be possible applied. We plan in future work to apply this contri-

bution to the BROS project at Children Hospital of Tunis where the applicability of 

the paper's contribution is relevant. 
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