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Abstract 
This paper describes the system developed by the Language Technologies Lab of INAOE for the 
Spanish Question Answering task at CLEF 2007. The presented system is centered in a full data-
driven architecture that uses information retrieval and machine learning techniques to identify the 
most probable answers to definition and factoid questions respectively. The major quality of our 
system is that it mainly relies on the use of lexical information and avoids applying any complex 
language processing resource such as POS taggers, named entity classifiers, parsers or ontologies. 
Experimental results indicate that our approach is very effective for answering definition questions 
from Wikipedia. In contrast, they also reveal that it is very difficult to respond factual questions 
from this resource solely based on the use of lexical overlaps and redundancy. 
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1 Introduction 
Question Answering (QA) has become a promising research field whose aim is to provide more natural access to 
information than traditional document retrieval techniques. In essence, a QA system is a kind of search engine 
that allows users to pose questions using natural language instead of an artificial query language, and that returns 
exact answers to the questions instead of a list of entire documents. 

Current developments in QA tend to use a variety of linguistic resources to help in understanding the ques-
tions and the documents. The most common linguistic resources include: part-of-speech taggers, parsers, named 
entity extractors, dictionaries, and WordNet [2, 3, 4, 6]. Despite of the promising results of these approaches, 
they have two main inconveniences. On the one hand, the construction of such linguistic resources is a very 
complex task, and on the other hand, their performance rates are usually not optimal. 

In contrast to these recent developments that point to knowledge rich methods (that are intrinsically language 
and domain dependent), in this paper we present a straightforward QA approach that avoids using any kind of 
linguistic resource, and therefore, that can be –in theory– applied to answer questions in several languages. This 
approach is mainly supported on two simple ideas. First, questions and answers are commonly expressed using 
the same set of words, and second, different kind of questions requires different kind of methods for adequate 
answer extraction. 

In particular, the developed QA system is based on a full data-driven approach that exclusively uses lexical 
information in order to determine relevant passages as well as candidate answers. Furthermore, this system is 
divided in two basic components; one of them focuses on definition questions and applies traditional information 
retrieval techniques, whereas the other one centers on factoid questions and uses a supervised machine learning 
strategy. This system continues our last year work [5]; however it incorporates some new elements. For instance, 
it takes advantage of the structure of the document collection (Wikipedia in this case) to easily locate definition 
phrases, and it also applies a novel technique for query expansion based on association rule mining [1] in order 
to enhance the recovery of relevant passages. 



The following sections give some details on the proposed system. Sections 2 and 3 describe the subsystems 
for answering definition and factoid questions respectively. Then, section 4 describes the system’s adaptations 
required to deal with group of related questions. Later on, section 5 presents our evaluation results. Finally, sec-
tion 6 discusses some general conclusions about our participation at QA@CLEF 2007. 

2 Answering Definition Questions 

Our method for answering definition questions uses Wikipedia as target document collection. It takes advantage 
of two known facts: (1) Wikipedia organizes information by topics, that is, each document concerns one single 
subject and, (2) the first paragraph of each document tend to contain a short description of the topic at hand. This 
way, it simply retrieves the document(s) describing the target term of the question and then returns some part of 
its initial paragraph as answer. 

Figure 1 shows the general process for answering definition questions. It consists of three main modules: tar-
get term extraction, document retrieval and answer extraction. The following sections briefly describe these 
modules. 
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Figure 1. Process for answer definition questions 

 

2.1 Finding Relevant Documents 

In order to search in Wikipedia for the most relevant document to the given question, it is necessary to firstly 
recognize the target term. For this purpose our method uses a set of manually constructed regular expressions 
such as: “What|Which|Who|How”+“any form of verb to be”+<TARGET>+“?”, “What is a <TARGET> used 
for?”, “What is the purpose of <TARGET>?”, “What does <TARGET> do?”, etc. 

Then, the extracted target term is compared against all document names and the document having the greatest 
similarity is recovered and delivered to the answer extraction module. It is important to mention that, in order to 
favor the retrieval recall, we decided using the document names instead of the document titles since they also 
indicate their subject but normally they are more general (i.e., titles tend to be a subset of document names).  

In particular, our system uses the Lucene1 information retrieval system for both indexing and searching.  

2.2 Extracting the Target Definition 

As we previously mentioned, most Wikipedia’s documents tend to contain a brief description of its topic in the 
first paragraph. Based on this fact, our method for answer extraction is defined as follows: 

1. Consider the first sentence of the retrieved document as the target definition (the answer). 
2. Eliminate all text between parenthesis (the goal is to eliminate comments and less important information). 
3. If the constructed answer is shorter than a given specified threshold2, then aggregate as many sentences of 

the first paragraph as necessary to obtain an answer of the desire size. 

For instance, the answer for the question “Who was Hermann Emil Fischer?” (refer to Figure 1) was extracted 
from the first paragraph of the document “Hermann_Emil_Fischer”: “Hermann Emil Fischer (October 9, 1852 – 
July 15, 1919) was a German chemist and recipient of the Nobel Prize for Chemistry in 1902. Emil Fischer was 

                                                           
1 http://lucene.apache.org/ 
2 For the experiments reported in section 4 we defined this threshold equal to 70 characters. This number was estimated after 

a manual analysis of several Wikipedia’s documents. 



born in Euskirchen, near Cologne, the son of a businessman. After graduating he wished to study natural sci-
ences, but his father compelled him to work in the family business until determining that his son was unsuit-
able”. 

3 Answering Factoid Questions 

Figure 2 shows the general process for answering factoid questions. This process considers three main modules: 
passage retrieval, where the passages with the major probability to contain the answer are recovered from the 
document collections; question classification, where the type of expected answer is determined; and answer 
extraction, where candidate answers are selected using a machine-learning approach, and the final answer rec-
ommendation of the system is produced. The following sections describe each of these modules. 
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Figure 2. Process for answering factoid questions 

3.1 Passage Retrieval 

This module aims, as we previously mentioned, to recover a set of relevant passages from all target document 
collections, in this particular case, the EFE news collection and Wikipedia. It is primary based on a traditional 
vector-space-model retrieval system, but also incorporates a novel query expansion approach. Figure 3 shows the 
general scheme of this module. It considers four main processes: association rule mining, query generation, 
passage retrieval, and passage integration. 
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Figure 3. General Process for Passage Retrieval 
 

Association rule mining. This process is done offline. Its purpose is to obtain all pairs of highly related con-
cepts (i.e., named entities) from a given document collection. It considers that a concept A is related or associ-
ated to some other concept B (i.e., A → B), if B occurs in σ% of the documents that contains A. 

In order to discover all association rules satisfying a specified σ-threshold this process applies the well-known 
Apriori algorithm [1]. Using this algorithm it was possible to discover association rules such as “Churchill → 
Second World War” and “Ernesto Zedillo → Mexico”. 

Query generation. This process uses the discovered association rules to automatically expand the input ques-
tion. Basically, it constructs four different queries from the original question. The first query is the set of key-



words (for instance, the set of named entities) from the original question, whereas the other three queries expand 
the first one by including some associated concept3. 

For instance, given a question such as “Who was the president of Mexico during the Second World War?”, 
this process generates the following four queries: (1) “Mexico Second World War”, (2) “Mexico Second World 
War 1945”, (3) “Mexico Second World War United States”, and (4) “Mexico Second World War Pearl Harbor”. 

Passage retrieval.4 The purpose of this process is to recover the greatest number of relevant passages from 
the target document collections (EFE and Wikipedia). In order to do that it retrieves passages using all generated 
queries. 

Passage integration. This process combines the retrieved passages into one single set. Its objective is to sort 
all passages in accordance with a homogeneous weighting scheme. The new weight of passages is calculated as 
follows: 
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Where wp is the new weight of passage p, n indicates the number of words of the reference question, Gi is the 
set of all n-grams of size i from the question, and C(p,y) is equal to 1 if the question n-gram y occurs in the pas-
sage p, otherwise it is equal to 0. This new weighting scheme favors those passages sharing the greatest number 
of n-grams with the question. 

3.2 Question Classification 

This module is responsible to define the semantic class of the answer of the given question. The idea is to know 
in advance the type of the expected answer in order to reduce the searching space to only those information frag-
ments related to this specific semantic class. 

Our prototype implements this module following a direct approach based on regular expressions. It only con-
siders three general semantic classes for the type of expected answer: date, quantity and name (i.e., a proper 
noun). 

3.3 Answer Extraction 

Answer extraction aims to establish the best answer for a given question. It is based on a supervised machine 
learning approach. It consists of two main modules, one for attribute extraction and other one for answer selec-
tion. These modules were taken from our last year prototype [5]. 

Attribute extraction. First, the set of recovered passages are processed. The purpose is to identify all text 
fragments related to the semantic class of the expected answer. This process is done using a set of regular ex-
pression that allows identifying proper names, dates and quantities. Each identified text fragment is considered a 
“candidate answer”. 

In a second step, the lexical context of each candidate answer is analyzed with the aim of constructing its for-
mal representation. In particular, each candidate answer is represented by a set of 17 attributes, clustered in the 
following groups: 

1. Attributes that describe the complexity of the question. For instance, the length of the question (number 
of non-stopwords). 

2. Attributes that measure the similarity between the context of the candidate answer and the given question. 
Basically, these attributes considers the number of common words, word lemmas and named entities 
(proper names) between the context of the candidate answer and the question. They also take into consid-
eration the density of the question words in the answer context. 

3. Attributes that indicate the relevance of the candidate answer in reference to the set of recovered pas-
sages. For instance, the relative position of passage that contains the candidate answer as well as the re-
dundancy of the answer in the whole set of passages. 

 
Answer Selection. This module selects from the set of candidate answers the one with the maximum prob-

ability of being the correct answer. This selection is done by a machine learning method, in particular, by a Na-
ïve Bayes classifier. 

                                                           
3 These concepts must be associated with all keywords of the given question. 
4 This process was carried out by the Lucene information retrieval system. 



It is important to mention that the classification model (actually, we have three classifiers, one for each kind 
of answer) was constructed using as training set the questions and documents from previous CLEFs. 

4 Answering Lists of Questions 
This year’s evaluation includes a new challenge: groups of related questions, where the first one indicates the 
focus of the group and the rest of them are somehow dependent from it. For instance, the pair of questions 
“When was Amintore Fanfani born?”, and “where was he born?”.  

Our approach for answering this kind of questions is quite simple. It basically considers the enrichment of de-
pendent questions by adding some keywords as well as the answer from the first (head) question. 

The process for answering list of related questions is as follows:  

1. Handle head questions as usual (refer to sections 2 and 3). 
2. Extract the set of keywords (in our case the set of named entities) from the head question. This proc-

ess is done using a set of regular expressions. 
3. Add to all dependent questions the set of keywords and the extracted answer from the head question. 
4. Handle enriched dependent questions as usual (refer to sections 2 and 3). 

 
For instance, after this process the example question “where was he born?” was transformed to the enriched 

question “where he was born? + Amintore Fanfani + 6 February 1908”. 

5 Evaluation Results 
This section presents the experimental results about our participation at the monolingual Spanish QA track at 
CLEF 2007. This evaluation exercise considers two basic types of questions, definition and factoid. However, as 
we mentioned in section 4, this year there were also included some groups of related questions. 

From the given set of 200 test question, our QA system treated 34 as definition questions and 166 as factoid. 
Table 1 details our general accuracy results. 

Table 1. System’s general evaluation 

 Right Wrong Inexact Unsupported Accuracy

Definition 30 - 4 - 88.23% 

Factoid 39 118 3 6 23.49% 

TOTAL 69 118 7 6 34.50% 

| 
It is very interesting to notice that our method for answering definition questions is very precise. It could an-

swer almost 90% of the questions; moreover, it never replies wrong or unsupported answers. This result evi-
denced that Wikipedia has some inherent structure, and that our method could effectively take advantage of it. 

On the other hand, Table 1 also shows that our method for answering factoid questions was not completely 
adequate (it only could answer 23% of this kind of questions). Taking into consideration that this method ob-
tained 40% of accuracy on last year exercise [5], we presume that this poor performance was caused by the in-
clusion of Wikipedia. Two characteristics of Wikipedia damage our system’s behavior. First, it is much less 
redundant that general news collections; and second, its style and structure makes lexical contexts of candidate 
answers less significant that those extracted from other free-text collections. 

Table 2. Evaluation details about answering groups of related questions 

 NIL 
 Right Wrong Inexact Unsupported Accuracy Right Wrong 

Head questions 64 95 6 5 37.65% 3 35 
Dependent questions 5 23 1 1 16.67% 0 5 

 
Finally, Table 2 shows some results about the treatment of groups of related questions. It is clear that the pro-

posed approach (refer to section 4) was not useful for dealing with dependent questions. The reason of this poor 
performance is that only 37% of head questions were correctly answered, and therefore, in the majority of the 
cases dependent questions were enriched with erroneous information. 



6 Conclusions 

This paper presented a QA system that allows answering factoid and definition questions. This system is based 
on a lexical data-driven approach. Its main idea is that the questions and their answers are commonly expressed 
using almost the same set of words, and therefore, it simply uses lexical information to identify the relevant 
passages as well as the candidate answers. 

The proposed method for answering definition questions is quite simple; nevertheless it allowed achieving 
very high precision rates. We consider that its success is mainly attributable to its capability to take advantage of 
the style and structure of Wikipedia (the used target document collection). On the contrary, our method for an-
swering factoid question was not equally successful. Paradoxically, the style and structure of Wikipedia caused 
detriment in most of its internal processes, since they are mainly based on lexical overlap and redundancy.  

With respect to the treatment of groups of related questions our conclusion is that the achieved poor perform-
ance (16% in dependent questions) was consequence of a cascade error, in view of the fact that only 37% of head 
questions were correctly answered, and therefore, most dependent questions were expanded using incorrect in-
formation. 
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