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Abstract

In participating in this evaluation campaign, ourstf objective is to analyze the retrieval

effectiveness when using TEL (The European Libracgypora composed of very short

descriptions (library catalogue records) and toluata the retrieval effectiveness of several IR
models. As a second objective we want to desigh eraluate a stopword list and a light

stemming strategy for the Persian language, a Egeybelonging to the Indo-European family and
having a relatively simple morphology. Finally, participated in the robust track in an attempt to
understand the difficulty involved in retrieving rigent documents, even when the query and
document representations share many common temareover, we made use of word sense
disambiguation (WSD) information to order to redupmblems related to polysemy when

matching topic and document representation.

Categoriesand Subject Descriptors

H.3.1 [Content Analysisand I ndexing]: Indexing methods, Linguistic processing. |.PNatural Language
Processing]: Language models. H.3.Brfformation Storage and Retrieval]: Retrieval models. H.3.4
[Systems and Softwar €]: Performance evaluation.

General Terms

Experimentation, Performance, Measurement, Algorith

Additional Keywords and Phrases
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1 Introduction

During the last few years, the IR group at Univgref Neuchatel has been involved in designing,
implementing and evaluating IR systems for varioasiral languages, including both European and lpopu
Asian languages (namely, Chinese, Japanese, amakorOur main objective in this context is torpate
effective monolingual IR in those languages.

The rest of this paper is organized as followsctia 2 describes the main characteristics of tBe ¢orpus
used in the CLEF-200&d hoctrack. Section 3 outlines the main aspects é¢diht IR models used with TEL
collections together with the evaluation of oui@él runs and certain related experiments. Sactipresents
the principal features of the Persian (Farsi) laggy presents the stopword list and stemming girate
developed for this language and describes ouriaffians and results for this task. Our partidipa@nd results
concerning the robust task are outlined in Sedicsnd Section 6 presents our main conclusions.

2 Overview of TEL Corpus

In a certain sense, this first ad hoc task takdsagk to our research roots, because we need kddoo
relevant items among the catalog cards for a fbcatlection. The European Library (TEL) availalle
www. TheEur opeanLi brary. or g was used in our experiments that can be comparpretious work done
with a French scientific bibliographic collectioBgvoy, 2005). It includes three sub-collectioms m the
English language (extracted frdnitish Library (BL)), the second in German (coming from fhestrian
National Library(ONB)), and the third in FrencBipliothéque nationale de Fran¢BnF)). In this case the real



challenge was to retrieve pertinent records congbo$a very short description of the referred infation item.
The only information contained in many records ¢stsf only a title and author, and manually assdy
subject headings.

Typical documents are shown in the tables beloabld 1a British Library), Table 1b Austrian National
Library), and Table 1cHibliothéque nationale de Frangshown the descriptions that appear in different
languages. Table 1a shows a record with a talg €dc:title>) in German from a BL record and thbject in
English (tag <dc:subject>). Table 1c illustratasther example with the title (tag <dc:title>) am@art of the
description (tag <dc:description>) written in Latin

<record> <set>TEL_BL_opac </set>
<header> <id> 010624878 </id> </header>
<document format="index"> <index> <topic> Bpac </topic> </index> </document>
<document format="dcx"> <oai_dc:dc>
<dc:title> Fehlpragungen und FalschungenScmwveizer Miinzen ab 1850 : mit Preisangaben. :titlde
<dc:contributor> Richter, Jirg. </dc:admitor>
<dc:publisher> Zirich : Helvetische Minzeginmg, [1988] </dc:publisher>
<dcterms:issued> [1988] </dcterms:issued>
<dcterms:extent> 132p. : ill. </dctermsesnt
<dc:language xsi:type="1SO639-2"> ger <@uwguage>
<dc:subject> Swiss coins to date Catalogukeke:subject>
<dc:type> text </dc:type>
<dc:identifier xlink:href="http://catalogué.bk/F/-?func=direct-doc-
set&amp;amp;|_base=BLL01&amp;from=TELgateway&amg,doumber=010624878">010624878</dc:ider
ier>
<dc:identifier > <dc:identifier xsi:type="thrms:URI">http://catalogue.bl.uk/F/-?func=directed
set&amp;amp;l_base=BLL01&amp;from=TELgateway&amg,daumber=010624878</dc:identifier>
<mods:location> British Library HMNTS YA.19%.771 </mods:location>
</oai_dc:dc> </document> </record>

Table 1a: Example of a British Library (BL) record

<record> <set>TEL_ONB_onb01 </set>

<id> oai:aleph.onb.ac.at:ONB01-000000086 </id>

<document format="index"> <index> <topic>NB_onb01 </topic> </index> </document>

<document format="dcx"> <oai_dc:dc xmIns:oa=thttp://www.openarchives.org/OAI/2.0/oai_dc/"
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-insta‘icxmins="http://www.openarchives.org/OAl/2.0/"
xmins:dc="http://purl.org/dc/elements/1.1/" xmInstekrms="http://purl.org/dc/dc/terms/"
xsi:schemalocation="http://www.openarchives.org/2/0/oai_dc/
http://www.openarchives.org/OAl/2.0/oai_dc.xsd">

<dc:identifier xsi:type="onb:ACCRecordld"> AC854800 </dc:identifier>

<dcterms:spatial xsi:type="dcterms:ISO3166"> RBElcterms:spatial>

<dc:language xsi:type="dcterms:ISO639-2"> gédc:language>

<dc:creator> Butor, Michel </dc:creator>

<dc:title> &lt;&lt;Die&gt;&gt; Worter in der Méerei </dc:title>

<dcterms:alternative> Essay </dcterms:altéreat

<dcterms:edition> 1. Aufl </dcterms:edition>

<dc:publisher xsi:type="onb:PlaceofPublishefrankfurt am Main </dc:publisher>

<dc:publisher xsi:type="onb:NameofPublisher"ah&amp </dc:publisher>

<dcterms:issued> 1992 </dcterms:issued>

<dcterms:isPartOf> Bibliothek Suhrkamp ; 109&Icterms:isPartOf>

<dc:identifier xsi:type="onb:ISBN"> 3-518-22093 </dc:identifier>

<dc:subject> Malerei </dc:subject>

<dc:subject> Legende &lt;Kunst&gt; </dc:sulipec

<dc:identifier xsi:type="onb:CallNumber"> 812B8.1093 </dc:identifier>

<dc:identifier xsi:type="onb:Location"> MAG d¢:identifier>

<dc:identifier xsi:type="onb:Collection"> ZNEW/dc:identifier>

<dc:type xsi:itype="onb:ONBType"> BOOK </dc:gp

<dc:subject> Malerei - Legende &lt;Kunst&gt/de:subject>

</oai_dc:dc> </document> </record>

Table 1b: Example of an Austrian National Library (ONByxoed
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<record> <set>TEL_BnF_opac </set>
<id>oai:bnf.fr:catalogue/ark:/12148/cb300003@éstription</id>
<document format="index"> <index> <topic>Brdpac</topic> </index> </document>
<document format="dcx"> <oai_dc:dc xmins:oa&i=thttp://www.openarchives.org/OAIl/2.0/oai_dc/"
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instaiccmins="http://www.openarchives.org/OAl/2.0/"
xmins:dc="http://purl.org/dc/elements/1.1/">
<dc:identifier>http://catalogue.bnf.fr/ark2148/cb30000394c/description</dc:identifier>
<dc:title> Codex canonum vetus ecclesiaearmae a Francisco Pithoeo restitutus..</dc:title>
<dc:date> 1687 </dc:date>
<dc:description> Comprend : Apologeticugistolae </dc:description>
<dc:language> lat </dc:language>
<dc:type xml:lang="fre"> texte imprimé <[tgpe>
<dc:type xml:lang="eng"> printed text </fype>
<dc:type xml:lang="eng"> text </dc:type>
<dc:rights xml:lang="fre"> Catalogue en kgde la Bibliothéque nationale de France </dctsigh
<dc:rights xml:lang="eng"> French Nationdbtary online Catalog </dc:rights>
</oai_dc:dc> </document> </record>

<record> <set>TEL_BnF_opac </set>
<id>oai:bnf.fr.catalogue/ark:/12148/cb31921284Bkription</id>
<document format="index"> <index> <topBnF_opae/topic> </index> </document>
<document format="dcx"> <oai_dc:dc xmins:oa&i=thttp://www.openarchives.org/OAl/2.0/oai_dc/"
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-insta‘icxmins="http://www.openarchives.org/OAl/2.0/"
xmins:dc="http://purl.org/dc/elements/1.1/">
<dc:identifier>http://catalogue.bnf.fr/ark2/148/cb319212546/description</dc:identifier>
<dc:title> Ingénieux Hidalgo Don Quichotte ld Manche. Traduction nouvelle précédée d'umednttion
par Jean Babelon </dc:title>
<dc:creator> Cervantes Saavedra, Miguell8d{-1616)</dc:creator>
<dc:date> 1929 </dc:date>
<dc:description> Comprend : T. |. - Paridp/Cité des Livres, 27, rue Saint-Sulpice. 1929.ars.) In-8,
XXIX-...55 p. [6224] ; T. 3. - 1929, 422 p. ; T.41929, 423 p</dc:description>
<dc:language> fre </dc:language>
<dc:type xml:lang="fre"> texte imprimé <[tpe>
<dc:type xml:lang="eng"> printed text </gype>
<dc:type xml:lang="eng"> text </dc:type>
<dc:rights xml:lang="fre"> Catalogue en kgde la Bibliothéque nationale de France </dctsigh
<dc:rights xml:lang="eng"> French Nationabtary online Catalog </dc:rights>
</oai_dc:dc> </document>
</record>

Table 1c: Two examples of French records

TEL collections statistics are shown below in TableThe average size of each descriptor is relgtishort
(between 10 and 16), and similar across all traaguages (perhaps a bit longer for the French sprpDuring
the indexing process we retained only the followigjcal sections from the original documents: titde>,
<dc:description>, <dc:subject>, and <dcterms:a#itve>. From the topic descriptions we automaltjcal
removed certain phrases such as “Relevant docurapott ...” or “Relevante Dokumente berichten ...",.etc
All our runs were fully automatic.

As shown in Appendix 2, the available topics coxemious subjects (e.g., Topic #452: “Celtic Art,”
Topic #500: “Gauguin and Tahiti,” Topic #470: “Cladustry in Europe,” or Topic #498: “World War |
Aviation”). We were surprised to see that the ¢agescriptions do not contain many proper namesafors and
their works or geographical names). We found toymds with personal names (“Henry VIII” and “Gaugi
but 23 with geographical names (e.g., “Europe,”stée,” “Bordeaux” or “Greek”). The expression dde
refer to a given location is not standardized, wahious expressions being used to refer to aairutation
(e.g., “USA,” “North America,” or “America”). Alsptime periods are infrequently used (7 topics) euaahy
include expressions having rather broad (e.g., “&od “Ancient,” or “Roman”) or more precise (“WarWar
I") interpretations.




English French German
Size (in MB) 1.2GB 1.3GB 1.3GB
# of documents 1,000,100 1,000,100 869,353
# of distinct terms 9,087,132 15,189,862 10,629,53
Number of distinct indexing terms per document
Mean 10 16 13
Standard deviation 6 11 9
Median 8 13 11
Maximum 168 618 222
Minimum 0 0 0
Number of indexing terms per document
Mean 12 19 22
Standard deviation 8 17 17
Median 9 15 19
Maximum 330 1004 555
Minimum 0 0 0
Number of queries 50 50 50
Number rel. items 2,533 1,339 1,637
Mean rel./ request 50.66 26.78 32.74
Standard deviatign 44.85 33.77 22.11
Median 32 16.5 28.5
Maximum 190 (T #472) 224 (T #4685) 84 (T #4717
Minimum 7 (T #473) 3 (T #451) 2 (T #453)

Table2: TEL test-collection statistics
3 IR models and Evaluation

3.1 Indexing Approaches

In defining our indexing strategies, we used awtop list to denote very frequent forms having mportant
impact on sense-matching between topic and docuraprg¢sentatives (e.g., “the,” “in,” “or,” “has,t®). In
our experiments, the stopword list contains 589liEhg484 French and 578 German terms. The diesntere
replaced by their corresponding non-accented etgritzaWe reused the light stemmers we developethé
French and German languages, because removingfliaetional suffixes attached only to nouns ancketiyes
tends to result in better retrieval effectivendmsitmore aggressive stemmers that also removeatierial
suffixes (Savoy, 2006). These stemmers and stapligis are freely available at the Web site
www. uni ne. ch/i nfo/ cl ef. Forthe English languages we tried both a lggetming (S-stemmer
proposed by Harman (1991) that removes only theaptarm '-s") and a more aggressive one (Por&380}1
based on a list of around 60 suffixes.

In the German language, compound words are widsg.u For example, a life insurance company employe
would be “LebensversicherungsgesellschaftsangestetLeben” + 's' + “Versicherung” + 's' + “Gessthaft”
+'s' + “Angestellter” for life + insurance + compa+ employee). The augment (i.e. the letten'sur previous
example) is not always present (e.g., “Bankandestédhn” combines “Bank” + “Angestellten” + “Lohn”
(salary)). Since compound construction is so widisked and written in many different forms, it ismast
impossible to compile a dictionary providing quagal coverage of the German language. Thus @ctafé IR
system including an automatic decompounding proeefiir German had to be developed (Braschler &
Ripplinger, 2004). In our experiments, we usedawn automatic decompounding procedure (Savoy, 004
leaving both the compounds and their compositesparthe topic and document representatives.

3.2 IR Models

In order to obtain high MAP values, we considerddming different weighting schemes for the terms
included in documents or queries. This would all@ato account for term occurrence frequenciesdigertf;
for indexing term;tin document ), as well as their inverse document frequency gtihidf). Moreover, we
considered normalizing each indexing weight usireggdosine to obtain the classitfatlf formulation.

In addition to this classical vector-space approaehalso considered probabilistic models suchakapi
(or BM25) (Robertsort al 2000) that also take document length into accoista second probabilistic



approach, we implemented three variants of the (iRergence from Randomngsamily of models suggested
by Amati & van Rijsbergen (2002). In this framewpothe indexing weight yattached to term in document P
combines two information measures as follows

w; = Infy - Inf; =—log[Prob';(tf)] - (1 — ProBy(tf))

As a first model, we implemented the PB2 scheminela by the following equations:
Prob; = (e - AMiyitfy!  withAj=tg/n 1)
Protfi,» =1-[@c +1)/ (df - (tfry + 1))]  with tfry = tf; - log[1 + ((c-mean d) / I;)] 2)

where t¢indicates the number of occurrences of tgrimthe collection,ithe length (number of indexing terms)
of document [ mean dithe average document lengththe number of documents in the corpus, @adconstant
(the corresponding values are given in the Appefjlix

For the second model called GL2, the implementa]i‘dﬁrobli,- is given by Equation 3, and PF@tiJs given
by Equation 4, as follows:

Proby = [1/ (1)) - [ / (14A)] ™ 3
Prolf; = tfn; / (tfn; + 1) (4)
whereA; and tfry were defined previously.
For the third model called 1§B2, the implementation was applied using the feilg two equations:

Inflij =tfn; - log[(n+1) / (e+0,5)] withg=n-[1- [0-1)/m]Ci ] (5)
Protfi,» =1-[@c +1)/ (df - (tfry + 1))]  with tfry = tf; - log[1 + ((c-mean d) / I})] (6)

wheren, t¢; and tfry were defined previously, and ; dfdicates the number of documents in which theater
occurs.

Finally, we also considered an approach basedstatiatical language model (LM) (Hiemstra, 2000020
known as a non-parametric probabilistic model @kapi and DFR are viewed as parametric models).
Probability estimates would thus not be based grkanwn distribution (e.g., as in Equation 1 or®) rather
be directly estimated based on the term occurréegeiencies in document; Dr corpus C. Within this
language model paradigm, various implementatiodssamothing methods might be considered, althongh i
this study we adopted a model proposed by Hient@@@2), as described in Equation 7, combining éimese
based on document (A[D]) and on corpus (RB[tC]) corresponding to the Jelinek-Mercer smoottapgroach.

P[Di | Q] =P[Ol [lyoe [Aj P [ D] + (1-A)) * Pl | CJ]
with P[§ | D] = tf/l and Pt| C] = dffic  withlc = ¥ df, 7)

where); is a smoothing factor (constant for all indexiags {, and usually fixed at 0.35) ahclan estimate of
the size of the corpus C.

3.3 Overall Evaluation

To measure retrieval performance, we adopted MABegacomputed on the basis of 1,000 retrieved items
per request as calculated with TREC EVAL program. Using this evaluation tool, some evatradifferences
may occur in the values computed according to thieia measure (the latter always takes 50 querigs
account while in our presentation we do not accéamtjueries having no relevant items). In théofeing
tables, the best performance under the given dondi{with the same indexing scheme and the saiferton)
is listed in bold type.

Table 3 shows the MAP achieved by various probstiilimodels using the English collection with two
different query formulations (T or TD) and two steers. The last two columns show the MAP achiewethé
French corpus and using our light stemmer. Anyaigbf this data shows that the best performingntiRiel
would be usually the DFR 1§B2, for all stemming approaches or query sizes. the English corpus with
Porter stemmer and TD query formulation, the LM eiqatoduces however a slightly better performance
(0.3701 vs. 0.3643, a relative difference of 1.6%).

In the last lines we reported the MAP average tivese 5 IR models together with percentage vanatio
derived from comparing the short (T) query formiglatto the performance achieved using Porter sterame T
query (last line). As depicted in the last liniesreasing the query size improves the MAP (arotih2.4% to
+14.7%). According to the average performancebt® indexing approach seemed to be the stemming



approach using Porter's approach. In this casdyithP with TD query formulation was 0.3559 on aysa
versus 0.3416 for the S-stemmer, a relative diffeeeof 4.2%.

Mean average precision

English English English English French French
Query T TD T TD T TD
Stemmer S-stemmer  S-stemmer Porter Porter
Model \ # of queries 50 queries 50 querjes &€rigs | 50 queries 50 queries 50 queries
Okapi 0.2795 0.3171 0.3004 0.3329 0.2659 0.2998
DFR PB2 0.3076 0.3540 0.3263 0.3646 0.2734 0.3103
DFR GL2 0.2935 0.3300 0.3125 0.3478 0.2734 0.3117
DFR I(n)B2 0.3072 0.3541 0.3258 0.3643 0.2825 0.3291
LM (A=0.35) 0.3029 0.3527 0.3180| 0.3701 0.2747 0.3201
tf - idf 0.1420 0.1783 0.1600 0.1871 0.1554 0.1821
Average over the 5 best|IR  0.2981 0.3416 0.3166 353 0.2740 0.3142
% change over T +14.579 +12.43% +14.68Po
% change over S-stemmer +6.19% +4.20%

Table3: MAP of various IR models and query formulatig¢gsglish & French collection)

In Table 4 we reported the MAP achieved by prolistiilmodels using the German collection with two

query formulations (T or TD) and comparing the parfance with and without our automatic decompoundin
approach. The best IR model seemed to be the 2R Without decompounding) or the LM model when
applying our decompounding scheme. By adding téontise topic descriptions, we were also able tprove
retrieval performance (between 17.4% to 31.0%pnicomparing the average performances, it can dre tbat
applying an automatic decompounding approach inggoetrieval effectiveness (see last line of Tdbhith
an average improvement of 46.8% for short quemnédations, or +31.5% when considering TD queries).

Mean average precision

German German German German
Query T TD T D
Decompounding? + decompounding  + decompounding
Model \ # of queries 50 queries 50 queries Sig 50 queries
Okapi 0.1433 0.1872 0.2145 0.2522
DFR PB2 0.1603 0.2097 0.2150 0.2555
DFR GL2 0.1439 0.1878 0.2264 0.2615
DFR I(n)B2 0.1574 0.2071 0.2204 0.2615
LM (A = 0.35) 0.1499 0.1972 0.2315 0.2697
tf idf 0.1084 0.1382 0.1286 0.1598
Average 0.1510 0.1978 0.2216 0.2601
% change over T +31.03% +17.39%
% change +46.77% +31.49%

Table4: MAP of various IR models and query formulatig@erman collection)

An analysis showed that pseudo-relevance feedlvetohtifier PRF or blind-query expansion) seemed ® be
useful technique for enhancing retrieval effecte®s In this study, we adopted Rocchio's appr{detoted
“Roc” in the following tables) (Bucklegt al, 1996) witha = 0.75,8 = 0.75, whereby the system was allowed to
addm terms extracted from tHebest ranked documents from the original queryoniour previous experiments
we learned that this type of blind query expansiwategy does not always work well. More partidylave
believe that including terms occurring frequentiytie corpus (because they also appear in theatdped
documents) may introduce more noise, and thus lieeffiective means of discriminating between refe\and
non-relevant items (Peat & Willett, 1991). Consaufly we also chose to apply ddf-based query expansion
model (denoted “idf” in following tables) (Abdou &avoy, 2008).

To evaluate these propositions, we applied cepaibabilistic models and enlarged the query by rgithe
20 to 150 terms retrieved from the 3 to 10 beskedrarticles contained in the English collectioalfle 5), and
both the French and German corpora (Table 6).



Mean average precision

Query TD English English English English
PRF S-stemmer / idf S-stemmer / id Porter / Roc Porter / Roc
IR Model / MAP Okapi0.3171 DFR GL2 0.3300 Okapi 0.3329 LM 0.3701
kdoc. /mterms 5/10 0.2878 10/10 0.2811 3/10 0.3142 0 3113913
5/20 0.3076 10/20 0.2983 3/20 0.3178 5/200913
5/50 0.3099 10/50 0.3041 3/50 0.3181 5050025
5/100 0.3100 10/100 0.3053 3/100 0.3181 1W=041
Table5: MAP using blind-query expansion (English colien)
Mean average precision
Query TD French French German German
PRF idf Roc + decomp. / idf + decomp. / Ro¢
IR Model / MAP Okapi 0.2998 DFR 12 0.3291 Okapi 0.2522 DFR B2 0.2615
kdoc. /mterms 10/10 0.2838 5/10.3304 3/10 0.2444 5/10 0.2654
10/20 0.2951 10/10 0.3253 5/102302 5/20 0.2713
10/50 0.2953 10/20 0.3239 5/20 0.2414 5050757
5/50 0.3062 10/50 0.3268 5/5M.2543 10/50 0.2851

Table 6: MAP using blind-query expansion (French & Gerrngaltection)

3.4 DataFusion

It is usually assumed that combining different skanodels may improve retrieval effectiveness (Mgt
Cottrell, 1999), for three main reasons. Firstehie a skimming process in which only the®p-ranked
retrieved items from each ranked list are consitleta this case, we would combine the best anseletaned
from various document representations (which woetdeve various pertinent items). Second we waoldnt
on the chorus effect, by which different retriesehemes would retrieve the same item, and as soeidp
stronger evidence that the corresponding documastimdeed relevant. Third, an opposite or darkdeffect
may also play a role, whereby a given retrieval ehaday provide unusually high (low) and accuratieges
regarding a document's relevance. Thus, a comisiystém could possibly return more pertinent itésmns
accounting for documents having a relatively highv} score, or when a relatively short (long) rédists
occurs. Such a data fusion approach however egjoiore storage space and processing time. tnatthe-off
between the advantages and drawbacks, it is unetesther such approaches might be of any real cooiahe

interest.

In this current study we combined three probaliilistodels representing both the parametric (Okagi a
DFR) and non-parametric (language model or LM) apphes. To produce such a combination we evaluated
various fusion operators (see Table 7 for a detdid of their descriptions). The “Sum RSV” opkenafor
example indicates that the combined document qcorte final retrieval status value) is simply gen of the
retrieval status value (R{)of the corresponding document Eomputed by each single indexing scheme (Fox
& Shaw, 1994). Table 7 thus illustrates how boih tNorm Max” and “Norm RSV” apply a normalization
procedure when combining document scores. Whermbiramg the retrieval status value (RgVor various
indexing schemes and in order to favor certain redfieient retrieval schemes, we could multiply thecument
score by a constang (usually equal to 1), reflecting the differencesétrieval performance.

Sum RSV
Norm Max

Norm RSV
Z-Score

SUM; - RSW)
SUM ¢ - (RS / Max))

SUM f; - ((RSVk - Min') / (Max - Min'))]

0; . [((RSV - Mear)) / Stdev) + 81

with 8 = [(Mear - Min') / StdeVj

Table7: Data fusion combination operators used in thigys

In addition to using these data fusion operatoesailgo considered the round-robin approach, whevein
took one document in turn from each individual #istl removed any duplicates, retaining only théddég
ranking occurrence. Finally we suggested merdiegétrieved documents according to the Z-Scompated
for each result list. More details can be foun@avoy & Berger (2005). In Table 7, MiiMax) lists the
minimal (maximal)RSV value in thdth result list. Of course, we might also weigtd thlative contribution of
each retrieval scheme by assigning a diffecgnialue to each retrieval model (fixed to 1 in alf @xperiments).



Mean average precision (% of change)
Language / Query English TD French TD GernTdh German T
Model 50 queries 50 queries 50 queries 50iegsie
Okapi & PRFdoc/term | idf 10/20 0.3190| idf 10/20 0.2951 idf 5/102802 idf 5/10 0.2568
DFR GL2 idf 10/50 0.3041 idf 10/50 0.3070 RBR0 0.2356| Roc 5/20 0.1967
DFR I(n)B2 Roc 10/100.3745 | Roc 10/100.3253 | Roc 5/500.2757 | Roc 5/500.2838
Official run name UniNEenl UniNEfrl UniNEdel Witde4
Round-robin 0.3187 (-14.9% 0.2950 (-9.3%) 020426.0%) 0.2316 (-18.4%)
Sum RSV 0.3510 (-6.3%) 0.3282 (+0.9%) 0.29178%9 0.2840 (+0.1%)
Norm Max 0.3542 (-5.4%) 0.3284 (+1.0% 0.2913.6%0) 0.2730 (-3.8%)
Norm RSV 0.3534 (-5.6%) 0.3274 (+0.6%) 0.2946.8%) 0.2777 (-2.1%)
Z-Score 0.3543 (-5.4%)| 0.3284 (+1.0%) 0.3013 (+9.3%) 0.2838 (0.0%)

Table8: Mean average precision using different combamatiperators (with blind-query expansion)

Run name Query lang. Inde Model Query expansion| ngl8iIMAP| Comb MAP

UniNEenl TD EN Porter Okapi idf 10 docs /20 term 0.3190 Z-score
TD EN S-stem GL2 idf 10 docs /50 terms 0.3041 .3583
TD EN Porter| 1(B2 | Roc 10 docs /10 terms 0.3745

UniNEen2 TD EN Porter PB2 Roc 5docs /50terms .3880 Z-Score
TD EN | S-stem| Okapi idf 5 docs /50 terms 0.3099 0.3706

UniNEen3 TD EN Porter Okapi 0.3329 Z-score
TD EN S-stem| (B2 0.3541 0.3754
TD EN Porter LM Roc 5 docs /10 terms 0.3913

UniNEen4 T EN Porter Okapi idf 10 docs /20 terms 0.3135 Z-score
T EN S-stem GL2 idf 10 docs /50 terms 0.3541 3406
T EN Porter | 1(B2 | Roc 10 docs /10 terms 0.3913

UniNEfrl TD FR stem Okapi idf 10 docs /20 terms 0.2951 Z-score
TD FR stem GL2 idf 10 docs /50 terms 0.3070 284
TD FR stem I(®B2 | Roc 10 docs /10 terms 0.3253

UniNEfr2 TD FR stem PB2 Roc 5 docs /50 terms 088 Z-Score
TD FR stem Okapi idf 5 docs /50 terms 0.3262 3264

UniNEfr3 TD FR stem Okapi 0.2998 Z-scorg
TD FR stem (B2 0.3291 0.3327
TD FR stem LM Roc 5 docs /10 terms 0.315

UniNEfr4 T FR stem Okapi idf 10 docs /20terms .21 Z-score
T FR stem GL2 idf 10 docs /50 terms 0.2856 28
T FR stem I(®B2 | Roc 10 docs /10 terms 0.2798

UniNEdel TD DE | decomp. Okap idf 5docs /10term 0.2302 Z-score
TD DE GL2 Roc 5 docs /20 terms 0.2356 0.3013
TD DE | decomp| [#HB2 Roc 5 docs /50 terms 0.2757

UniNEde2 TD DE | decomp Okap Roc 5 docs /20 terms 0.2521 Z-score
TD DE | decomp PB2 idf 5 docs /50 terms 0.2779 2786

UniNEde3 TD DE | decomp IgB2 idf 5 docs /50 terms 0.2726 Z-scorg
TD DE Okapi 0.1872 0.2797
TD DE | decomp LM idf 5 docs /10 terms 0.2378

UniNEde4 T DE | decomp. Okap idf 5docs /10terms 0.2568 Z-score
T DE GL2 Roc 5 docs /20 terms 0.1967 0.2838
T DE | decomp| [#HB2 Roc 5 docs /50 terms 0.2586

Table 9: Description and mean average precision (MAR)wfofficial TEL monolingual runs

Table 8 depicts the evaluation of various dateofusiperators, comparing them to the best singlecagh
using the Okapi and two DFR probabilistic model&Z@r 1(n)B2). From this data, we can see that combining
three IR models might improve retrieval effectivesieonly slightly for the French or the Germanexdibn with
short query formulations (T), moderately for ther@an with TD queries. When combining differentieatal
models, the Z-Score scheme tended to perform tsie deat least it had one of the best performinig™Me.g.,



for the German corpus with T queries). Finallyewltompared to the best single search model, ttierpgnce
achieved by the various data fusion approachesatibe improved with the English corpus.

3.5 Official Results

Table 9 shows the exact specifications of our fi2iaf monolingual runs for the TEL evaluation taslased
mainly on the probabilistic models (Okapi, DFR atatistical language model (LM)). For all langusge
submitted three runs with the TD query formulatéomd one with the T. All runs were fully automadied in all
cases the same data fusion approach (Z-score)pptisch For the German corpus however we sometimes
applied our decompounding approach (denoted byotec’ in the “Index” column), but we always appliedr
light stemmer.

4 |R with Persian language

The Persian (or Farsi) language is a member diithe-European family with relatively few morphologi
variations. This year we used a corpus extractad the newspapers Hamshahri, made available thdlogh
efforts of the University of Tehram{t p: // ece. ut . ac. i r/ dbrg/ hanshahri/). Asusualin various
evaluation campaigns, the corpus contains newdest{611 MB, for the years 1996 to 2002). Thigpos
contains exactly 166,774 documents on a variegubfects (politic, literature, art, and economy,)eénd
includes about 448,100 different words. Hamshatiitles vary between 1 KB and 140 KB in size, ctsipg
on average about 202 tokens (or 127 if we only tthennumber of word types). The corpus was coadédl F-
8 and written using the 28 Arabic letters plus ddiional 4 letters for the Persian language.

Table 10 lists statistics on the test-collecti@f.the three situations considered, there wasemrsing
approach used in the first, a light stemmer instsgond, and 4-gram indexing approach for the {hittNamee
& Mayfield, 2004).

No stemmer | Light stemmer 4-gram
Size (in MB) 611 MB 611 MB 611 MB
# of documents 166,774 166,774 166,774
# of distinct terms 448,100 324,028 175,914
Number of distinct indexing terms (word type) pecdment
Mean 127.23 119.26 258.26
Standard deviation 124.58 118.1 237
Median 83 80 178
Maximum 3,561 2,755 5,266
Minimum 0 0 0
Number of indexing terms (tokens) per document
Mean 202.13 202.13 445.63
Standard deviation 228.14 228.14 494.26
Median 123 123 278
Maximum 12,548 12,548 25,139
Minimum 0 0 0
Number of queries 50 50 50
Number rel. items 5,161 5,161 5,161
Mean rel./ request 103.22 103.22 103.22
Standard deviatign 67.88 67.88 67.88
Median 93 93 93
Maximum 255 (T #552) 255 (T #552) 255 (T #552)
Minimum 7 (T #574) 7 (T #574) 7 (T #574)

Table 10: Persian test-collection statistics

For the Persian language we first built a stopwistccontaining 884 terms. Unlike most other ligtss one
contains words most frequently occurring in thdemtion (determinants, prepositions, conjunctigrmiepouns or
some auxiliary verb forms), plus a large numbesudfixes already separated from word stems in thiection
(see examples given below).

As a stemming strategy, we can use a morphologitaysis (Miangah, 2006) or our simple, fast agtitli
stemming approach that attempts to remove only siand adjective inflections. In the Persian laggughe
general pattern for inflectional suffixes is adduls: <possessive> <plural> <other-suffix> <steniir.our light



stemming strategy, we usually removed possessivegl@and some of the suffixes marked as othetee T
following examples of our light stemmer illustrake relatively simple Persian morphology. Fromgheal

form 2_z<ly (“trees”), we can obtainz< (“tree”). For the possessive formye (“my hand”), our stemmer will
returnag== (“*hand”), and for the formis_lus'o (“Iranians™) we obtaings_lo (“Iran”). In this corpus we saw that
in some circumstances the suffixes might be writtgether or separated from the word asspicss) andel
SUidg ("boats”), or aodel ande! 203Jd (“houses”). The adjectives are usually indediravhether used
attributively or as a predicate. When used astanbges, adjectives take the normal plural endimgle
comparative and superlative forms use the endingsand<_so .

The Persian language uses few case markers (tbsadis® case and certain specific genitive casedike
the Latin, German or Hungarian languages. Thesatiue for the definite noun is followed by which can be
joined to the noun or written separately (e.§.s2 for the noun “man”). The genitive case is expegkby
means of coupling two nouns by means of the parknbwn as ezafe (e.gy 2+ “man’s son”). As is usually
done in the English language, other relations gpeessed by means of prepositions (e.g., in, \git). Both
the stopword list and our light stemmer are freelgilable aht t p: / / www. uni ne. ch/info/clef/.

Mean average precision

Query T TD T TD T TD
Stemmer none none light light 4-gram 4-gram
Model \ # of queries 50 queries 50 querjes G€rigs | 50 queries 50 queries 50 querie
Okapi 0.4065 0.4266 0.4092 0.4292 0.3965 0.4087
DFR PL2 0.4078 0.4274 0.4120 0.4335 0.381b 0.4005
DFR I(n)C2 0.4203 0.4351 0.4204 0.4376 0.4127 0.4235
LM (A=0.35) 0.3621 0.3839 0.3607 0.3854 0.3248 0.3518
tf - idf 0.2727 0.2824 0.2717 0.2838 0.260¢ 0.2700
Average (4 IR models) 0.3992 0.4183 0.4006 0.4214 0.3789 0.3961
% change over T +4.78% +5.219 +4.55%
% change over "none" baseline baseline +0.35% 690.7| -5.09% -5.29%

Table11: MAP of various IR models and query formulatigRersian collection)

Table 12 shows the exact specifications of ourfigiaf monolingual runs for the Persian IR evaloattask,
based mainly on three probabilistic models (OkBBR and statistical language model (LM)). We sutadi
runs with all three topic formulations (short orrmiedium or TD, and long or TDN). All runs wereljul
automated and the same data fusion approach (&)sees applied in all cases. The combinationesgsatve
followed attempted to combine different indexingtsifwords, stemmed words or 4-grams), based dousr
probabilistic and efficient IR models (Okapi or DF&hd using three different blind-query expansiechhiques
(Rocchio,idf-based or none).

Run name Query | Index  Stem Model Query expansion|  gl&MAP | Comb MAP
UniNEpel T word none PL2 none 0.4078 Z-scole
T 4-gram  none LM idf 10 docs /100 terms 0.3783 0.4675
T word | none Okapi Roc 10 docs /20 terms 0.4376
UniNEpe2 TD 4-gram  none 92 none 0.4235 Z-Score
TD word | none PL2 none 0.4274| 0.4898
TD word light PL2 Roc 10 docs /20 terms 0.4513
TD word | none PL2 idf 10 docs /20 terms 0.4311
UniNEpe3 TD 4-gram  none Okapii Roc 5 docs / 10Gse 0.4335 Z-Score
TD word none LM idf 10 docs / 70 terms 0.4141 4814
TD word | none PL2 none 0.4274
UniNEpe4 TDN | 4-gramn  none LM idf 10 docs /10Qmer 0.3738 Z-score
TDN word none LM Roc 10 docs /20 terms 0.4415  .4807
TDN word | none PL2 none 0.4425

Table 12: Description and mean average precision (MAPpiarofficial Persian monolingual runs

5 Robust Retrieval

In the robust task (Voorhees, 2006), we were isteckin learning why retrieving relevant items dogiven
topic could be hard, even if the query containsatercommon terms found in the relevant documehtorder
to evaluate various search techniques, we usedpagsareated during recent CLEF evaluation campaigrhis
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collection consists of articles published in 1984he newspapéros Angeles Timesas well as articles extracted
from theGlasgow Heraldand published in 1995. This collection contairtietal of 169,477 documents (or
about 579 MB of data). On average each articleados about 250 (median: 191) content-bearing ténos
counting commonly occurring words such as “thef” ‘ar “in”). Typically, documents in this colleaih are
represented by a short title plus one to four paatgs of text, and both American and British Ergipellings
can be found in the corpus. To compile the tesivee used the topics created during the CLEF 2@08paign
(Topics #141 - #200) as well as queries from th@52( opics #251 - #300) and 2006 (Topics #301 -0¥35
evaluation campaign. In this test set we found di%&ies able to return at least one relevant ftem the
collection.

This year we were interested in verifying whetheradvsense disambiguation (WSD) might improve re#die
effectiveness. For this reason the organizersigesws with a new version of both the documenttapit
descriptions containing the correct lemma (entrthindictionary) an&YNSETnumber(s) of the corresponding
entry in the WordNet thesaurus (version 1.6). &4dl8 lists an example for the title of Topic #4Tnder the
attributeLEMA the corresponding English dictionary entry is shdtherefore a stemming procedure is no more
needed) and under the tARgNSET, we can find both the score and B¥NSETnumber. The surface form is
indicated under the label> and the Part-of-Speech (POS) tag is also avaifableach word.

<num> C047 </num>
<EN-title> Russian Intervention in Chechnya </Ef>
<top>
<num> C047 </num>
<EN-title>
<TERM ID="C047-1" LEMA="russian" POS="3J">
<WF> Russian </WF>
<SYNSET SCORE="1" CODE="02726367-a"/> </TERM>
<TERM ID="C047-2" LEMA="intervention" POS="NN">
<WF> Intervention </WF>
<SYNSET SCORE="1" CODE="00805766-n"/>
<SYNSET SCORE="0" CODE="04995117-n"/> </TERM>
<TERM ID="C047-3" LEMA="in" POS="IN">
<WF> in </WF> </TERM>
<TERM ID="C047-4" LEMA="Chechnya" POS="NNP">
<WF> Chechnya </WF> </TERM>
</EN-title>

Table 13: Examples of a query (title-only) with and withd/ordNet thesaurus number,
part of speech tag (POS) and lemma

Various possibilities have been put forward to eipivhy certain successful IR systems may failsfome
gueries (Buckley, 2004; Savoy, 2007). The orgasifeought that the polysemy (already known asoalpm in
finding pertinent matches between query and doctmemnogates) could be partially resolved in anrappate
manner by using theYNSETinformation.

Based on past experiments (Dolamic & Savoy, 2008) this corpus and using the TD queries and Perter
stemmer (Porter, 1980), we achieved a MAP of 0.2&iti6tf - idf IR model to 0.4070 with Okapi model
(Robertsoret al, 2000). With this last IR model, the set of hetttopics (defined as a query listing no relevant
items in the top-20) were composed of seven topiasiely Topic #153 (“Olympic Games and Peace”),idop
#301 (“Nestlé Brands”), Topic #320 (“Energy CrisgsTopic #188 (“German Spelling Reform”), Topic &5
(“Brain-Drain Impact”), Topic #309 (“Hard Drugs"and Topic #322 (“Atomic Energy”).
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Run name Query Index Model Query expansion Singd*MComb MAP
UniNERobustl] TD I(nC2 idf 5 docs /50 terms 0.4019 Z-score
TD Okapi none 0.4086 0.4317
UniNERobust2] TD WSD & POS 1409 idf 5 docs /50 terms 0.3829 Z-Score
TD WSD & POS Okapi none 0.3896 0.400d
UniNERobust3] TD LM idf 5 docs /200 terms 0.434% Z-Score
TD POS I(R)IC2 | win 5 docs /200 terms 0.4000 0.434Y
TD WSD I(n)C2 | win 5docs /200 terms 0.3966
UniNERobust4| TD I(pC2 none 0.3990 Z-score
TD LM win 5 docs /200 terms 0.4331] 0.4515
TD Okapi | win 5docs /200 terms 0.3783
UniNERobust5, TD WSD I(HC2 none 0.4033 Z-score
TD WSD LM win 5 docs /200 terms 0.4386 0.4410
TD WSD Okapi win 5 docs /200 terms 0.388¢
UniNERobust6, TD Okapi none 0.4086 Z-score
TD WSD LM win 5 docs /200 terms 0.4294) 0.4499
TD I(n;)C2 idf 5 docs /50 terms 0.4019

Table 14: Description and mean average precision (MAPpfarofficial robust monolingual runs

In the current experiments, we generated six differuns using word-sense disambiguation informatias
shown in Table 14 above, we followed our combinmattrategy, taking into account the various prolistii
models using different blind query expansion apphea. Our best results were achieved in the UniNiERt4
run with a MAP of 0.4515. Moreover, if we compaoas with or without word sense disambiguation (WSD
information (lemma, POS tags aB8¥NSET), we see no real and important differences (elgiNERobustl vs.
UniNERobust2, and UniNERobust4 vs. UniNERobust3).

Table 15 below lists the set of hard topics forheaicour official runs (hard topics here are detirges those
providing no relevant items listed in the top-2@)cluded in the list covering all six runs (shoinritalics in
Table 15) were Topic #153 (“Olympic Games and Pgdceelevant item), followed by Topic #343 (“South
African National Party”, 1 relevant article), andgic #313 (“Centenary Celebrations”, 20 relevartwgoents).

Run name 1st 2nd 3rd 4th 5th 6th 7th 8th 9th  10th
UniNERobustl| 153 | 169 | 316| 313 | 343 | 266 | 318| 151 314

UniNERobust2| 153 | 178 | 188| 266| 313 | 343 | 280 | 314| 320
UniNERobust3| 153 | 343 | 318 | 320| 286| 313 | 314 | 280
UniNERobust4| 153 | 343 | 266 | 318| 151 155 313 | 169
UniNERobust5| 153 | 343 | 318 | 313 | 169 | 266| 188 286
UniNERobust6| 153 | 169 | 343 | 318 | 313 | 314 | 151

Table 15: The hardest topics ranked according to the figlgtvant and retrieved items
(and with rank > 20)

As shown in Table 14, in our official runs a haogit was where the query resulted in low averageipion.
Using this definition, Table 16 lists the 10 topiasving the lowest mean average precision. WHesbatuns
are listed we obtain: Topic #153 (“Olympic Gamed &eace”), followed by Topic #343 (“South African
National Party”), Topic #313 (“Centenary Celebratit), Topic #320 (“Energy Crises”), Topic #286 (‘#tball
Injuries”). In an attempt to explain why a topiaswifficult, we might mention that for Topics #348d #153
only one relevant document was retrieved. Baseduomest run (UniNERobust4), this item was ranlesdon
the retrieved list (44 for Topics #343, and 382with Topics #153) even though they contained gdarumber
of search terms.
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Run name 1st  2n¢ 3rd  4th 5th  6th 7th  8th 9th  1|0th
UniNERobustl| 153 | 169 | 313 | 343 | 320 | 286 | 266 | 280| 314/ 336

UniNERobust2| 153 | 178 | 188| 336| 313 | 266 | 286 | 320 | 280 | 343

UniNERobust3| 153 | 343 | 336 | 320 | 286 | 280 | 313 | 169 | 266| 314
UniNERobust4| 153 | 336 | 343 | 155 | 320 | 313 | 286 | 169 | 266| 280
UniNERobust5| 153 | 286 | 313 | 169 | 343 | 320 | 322 | 188| 266/ 314
UniNERobust6| 153 | 169 | 343 | 286 | 313 | 320 | 280 | 322 314 151

Table 16: The ten hardest topics showing their mean aeepagcision (MAP)

6 Conclusion

In this ninthCLEF campaign we evaluated various probabilistic IR etedising two different test-
collections, the first composed of short bibliodgrapnotices extracted from the TEL corpora (writierEnglish,
German and French languages), and the second rsvsgaticles written in the Persian language. ther
latter we also suggested a stopword list and & sighmmer strategy.

The results of our various experiments demonsthatiethe 1(9)B2 or PB2 models (or IC2 for the Persian
language) derived from thgivergence from Randomne@FR) paradigm and the LM model seem to provide
the best overall retrieval performances (see Tahldsand 11). The Okapi model used in our expamim
usually results in retrieval performances infetmthose obtained with the DFR or LM approaches.

For the Persian language (Tables 11 and 12), gitr stemmer tends to produce better MAP than dued+
gram indexing scheme (relative difference of 5.5% the other hand, the performance differenck it
approach ignoring a stemming stage is rather small.

Using the TEL corpora, the pseudo-relevance feddfRacchio’s model) tends to hurt the retrieval
effectiveness (see Tables 5 or 6). A data fudiategy may enhance the retrieval performanceheirench
and German (Table 8) or Persian languages (Tablét2not with the English corpus.

In the robust track, using the blind query expamsiod data fusion approaches (combining threerdifte
probabilistic models), we are able to improve th&Rmrom 0.4086 (Okapi) to 0.4515. However, if wefide
hard topics as queries for which we cannot find r@gvant items listed in the top-20, then these twns
produce the same number of hard topics (7 over.1BBjally the performance differences with andheiit
word sense disambiguation (WSD) information areeasmall.
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Appendix 1. Parameter Settings

Okapi DFR

Language b k1 avd| c mean dl
English TEL 0.55 1.2 12 2.0 12
French TEL 0.55 1.2 19 2.0 19
German TEL 0.55 1.2 22 2.0 22
Persian word 0.75 1.2 216 15 216
Persian 4-gram 0.75 1.2 445 1.5 445
English Robust 0.55 1.2 1984 4.5 1984

Table A.1: Parameter settings for the various test-cobhesti
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Appendix 2: Topic Titles

C451 _RomarMilitary in Britain C476  Contrastive Analysis of Electoral Systems
C452 CelticArt Cca77 Web Advertising
C453 Bombing oflapaneseCities C478 Multilingual Upbringing
C454  The Inquisition irtaly C479 Food Allergies
C455 Irish Emigration toNorth America C480 Pilgrimage t&antiago de Compostela
C456 Women's Vote in tHeSA C481 Famous Jazz Musicians
C457 Big Game Hunting iAfrica C482 Vegetarianism
C458 The Wives offenry VIII C483 Solar Energy
C459 Gardening for Children C484 Soap-making
C460 Scary Movies C485 Counterfeiting Money
C461 _AncieniGreekCoins C486 Pictures of Vintage Cars
C462 lIsraeli Secret Service c487 Jousting in the Middle Ages
C463 Churches ifrance C488African Americansand theAmericanCivil War
C464 Piano Lessons C489 Graphics Programming
C465 Trade Unions C490 BordeauxWine Guides
C466 Gay Fiction C491 Salary Inequality betweeneSex
C467 Formula One Drivers C492 Homeopathic Cure€fatdren
C468 _ModernJapaneseCulture C493 Recipes for Chocolate Desserts
C469 ScottishMusic C494  Youth Employment iBurope
C470 Car Industry iEurope C495 Women in therenchRevolution
C471 Watchmaking C496 Gods@reekMythology
C472 Man in Space C497 20th Cent8ryAmericaruthors
C473 British Women Authors C498 _ World WarAviation
C474  Journeys tAntarctica C499  Wonders of the AncieMtorld
C475 Easternphilosophy C500 Gauguin andTahiti

Table A.2: Query titles folCLEF2008 TEL ad-hoc test-collections
C551 Wimbledon tennis cup C576 Iran Khodro company
C552 Tehran's stock market C577  Anti-Cancer Drugs
C553 2002 world cup C578  Traffic Congestion in Teghr
C554  Stress and Health C579  Tehran Internationai festival
C555 Road casualty statistics C580 Iranian presimeziection
C556 Nuclear energy regulations C581 Plane crashes
C557 Iran football coaches C582 Water shortageshmrdn
C558 Danger of solid oil C583 Earthquake damages
C559 Best Fajr film C584 Oil price changes
C560 Iran economic sanction C585  Air pollution coht
C561 Gardening handbooks C586 European footbathplan league final
C562 Reconstruction of Kandovan tunnel C587 Devalaqt of Iranian software industry
C563 Mad cow disease C588 Chemical attacks
C564 Sport blood pressure C589 Iranian carpet eéxpor
C565 Drought losses C590 Merchandise smuggling
C566 Prevention detection kidney diseases C591  dblgarming
C567 Population growth control C592 Widely usedcotcs in Iran
C568 Cell phone expansion C593 Masouleh (Masod®etyince
C569 Cases of economic corruption C594  Aircrakdiqrices
C570 Iran dam construction C595  World cup Southetdarapan
C571 Global oil economy C596 Iragi weapons of nuEsstruction
C572 Shajarian Concert C597 Tehran murders
C573 Gross amount film cinema C598 Serial Killings
C574 Champion team Iran first league C599 "af Khordad election
C575 PersPolis Club establishment date C600 lofidti Iran

Table A.3: Query titles folCLER2008 Persian ad-hoc test-collections
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