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This paper documents the participation of the Research Institute for Artificial 
Intelligence to the CLEF 2010 ResPubliQA lab. We answered questions in 
Romanian and English from Romanian documents of Acquis Communautaire 
and the European Parliament Proceedings. We extend the report from the 
previous ResPubliQA participation by introducing multi-factored paragraph 
relevance score training onto English-Romanian QA. We also investigate how 
our monolingual parametric QA system developed for the last year’s 
ResPubliQA track scales up to current challenges. 

1. Introduction 

Research Institute for Artificial Intelligence (RACAI) is at the 5th participation in the 
CLEF (http://www.clef-campaign.org/) series of Question Answering systems 
evaluation. We have built Question Answering (QA) systems for the English-
Romanian or the Romanian-Romanian tracks experimenting with each passing year. 
Beginning with last year, the QA task simplified in that the organizers asked for the 
single most relevant paragraph containing the answer to the user’s natural language 
question. Also, questions were independent one from the other and no anaphora 
resolution was required in order to find referents of the question pronouns in previous 
questions and/or answers. Thus, the road for a reliable QA system development was 
opened and continues to be opened for the 2010 edition of the popular QA systems 
evaluation forum. 

This year we participated to the Romanian-Romanian track of the ResPubliQA lab 
as we did in 2009, but we also enrolled in the English-Romanian cross-lingual QA in 
order to check some hypotheses that we put forward [2]. The approach that we took 
was to use the last year’s test set comprised of 500 questions from the JRC Acquis 
corpus in order to train our paragraph relevance weights. The difference is that for 
ResPubliQA 2010, the Europarl corpus was added along with a new type of question 
for which we did not have any training data. This type of question (dubbed OPINION 
in the “ResPubliQA 2010 - Track Guidelines” document) was specific to the Europarl 
corpus in which each speaker in the European Parliament expresses an opinion about 
a given state of affairs. 
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In what follows, we will describe the document collection, our QA systems (both 
monolingual and cross-lingual) and the results we have obtained. In doing so, we will 
be brief on subjects that have already been presented at length elsewhere [2], focusing 
on new aspects and discussions pertaining to the task at hand. 

2. The Document Collection 

The document collection was composed from two corpora: the JRC Acquis [9] that 
was introduced last year and the new addition of Europarl [4]. The latter corpus 
consists of 142 documents in both English and Romanian containing almost 8.6M 
tokens in English and almost 9.3M tokens in Romanian (including punctuation). Both 
parts of the corpus were preprocessed using the TTL web service [12] to obtain POS 
tagging, lemma and chunking information (the same annotations as for the JRC 
Acquis corpus). As with the JRC Acquis corpus, we paragraph-aligned the Europarl 
corpus using the 1:1 sentence aligner developed by Moore [6]. We managed to obtain 
a percent of 98.76% English paragraphs that were 1:1 aligned to Romanian 
paragraphs which means that the corpus was already “almost” aligned with paragraph 
counts differing very little between English or Romanian parts for each pair of 
documents. 

For this year’s ResPubliQA competition, the JRC Acquis and the Europarl corpora 
were also word sense disambiguated using one of the algorithms with which we 
participated to the “Task #17: All-words Word Sense Disambiguation (WSD) on a 
Specific Domain” of the SemEval-2010 semantic evaluations forum1. We wanted to 
evaluate the impact of WSD onto the accuracy of our QA system by doing an 
informed, WSD-driven query expansion and WSD-enhanced document retrieval. The 
algorithm that we used to sense-annotate the document collection was the variant of 
RACAI-1 [1] which outputs the best two senses for the target word and whose 
reported accuracy is around 82.5% if it is applied onto highly domain-specific content 
words. 

Figure 1 exemplifies the level of corpus annotation used by our present QA 
system: 
 

 
 
 
 
 
 
 

Fig. 1. The annotations in a ready to be indexed file of the document collection 

                                                           
1 http://semeval2.fbk.eu/semeval2.php 
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In order to check for the query expansion benefits, for each sense disambiguated 
word, we also indexed its synonyms as given by respective ILIs2. For instance, for the 
lemma “proposal”, the index contained the synonym “proposition” since this literal 
appears next to “proposal” in the synset which is identified by ILI “ENG20-
06719629-n”. 

3. The QA System 

The QA system has no significant modifications since the ResPubliQA 2009 [2]. It is 
based on a flow of web services that takes a user’s natural language question, 
preprocess it on the fly to obtain all the annotations from Figure 1, transforms it into a 
Boolean query using one of the two query generation algorithms [2; pages 7, 8] and 
then retrieves a list of relevant paragraphs that are very likely to contain the answer to 
the user’s question. 

The way in which the paragraph list is sorted (in order to extract and return the first 
paragraph as the single answer to the question) is the key to the trainable quality of 
our QA system. Thus, the sort key S of a paragraph p is a linear combination of 
paragraph relevance scores: 

1,)( ==∑ ∑
i i

iiispS λλ    (1) 

where the weights sum to 1 and are estimated by the following MERT-like procedure 
[7]: given a training set of questions for which the correct paragraphs are known, run 
the QA system for all possible values of weights such that the increment step is 0.01 
and compute the MRR of each run. Retain that set of weights for which the MRR is 
the highest. 

In order to comply with the organizers’ suggestion that an “I don’t know/I’m not 
sure” answer (identified with NOA – standing for “NO Answer”) is better than a 
wrong answer, we introduced the combined QA system which considers the outputs 
of the two different query generation algorithms in the following manner: 

( ) 50,)(,)(,)()(minarg 2121 ≤≤≤+ KKprankKprankprankprank
p

 (2) 

where )( prank  is the rank of the paragraph p in the list returned by the search 
engine and subscripts 1 and 2 indicate the paragraph lists returned by the respective 
query generation algorithm (1 for the TF-IDF one and 2 for the chunk-based one). 
Intuitively, the paragraph that is preferred by the combined QA system is the lowest 
numbered one that is common to both lists. When no such paragraph exists, the QA 
system returns NOA.  

                                                           
2 The Inter-Lingual Index (ILI) was a major outcome of the EuroWordNet project [13] and it 

ensures the cross-linguistic alignment of wordnets. 
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4. The Monolingual Runs 

We participated in the Romanian-Romanian section of the ResPubliQA 2010 
Paragraph Selection (PS) track. As in the previous year, the requirement was to return 
exactly one paragraph containing the correct answer to each natural language question 
in the 200 questions test set. If the system is not sure, the NOA answer may be 
returned with an option to record an actual answer (paragraph) with the NOA so that 
the organizers may compute additional performance figures such as the percent of 
correct/incorrect answers out of the NOA ones. 

We have submitted two Romanian-Romanian runs: icia101PSroro and 
icia102PSroro with the following characteristics: 

• The first run is simply the QA system from ResPubliQA 2009 with global 
weights training as described in that paper [2] and using the TF-IDF query 
generation algorithm. We wanted to see how our 2009 QA system scales up 
to current challenges without any modifications; 

• The second run is a more elaborate one. We trained the weights of the QA 
system on ResPubliQA 2009 500 questions test set in order to derive a set of 
weights for each question class for each query generation algorithm (see 
tables 1 and 2). Then, we combined the outputs of the TF-IDF and CHUNK 
QA systems, using K=1 from eq. 2. 

 
TF-IDF Q. Gen. Lexical Chains Class BLEU Paragraph Document 
DEFINITION 0.03 0 0 0.08 0.89 
FACTOID 0.06 0 0.12 0.28 0.54 
PROCEDURE 0.09 0 0.09 0.17 0.65 
REASON-PURPOSE 0.48 0 0.21 0.26 0.05 

Table 1. Weights for each paragraph relevance score and each question class trained from the 
last year’s test set using the TF-IDF query generation algorithm 

CHUNK Q. Gen. Lexical Chains Class BLEU Paragraph Document 
DEFINITION 0.11 0 0.12 0.1 0.76 
FACTOID 0.11 0 0.27 0.14 0.48 
PROCEDURE 0.59 0 0.29 0.03 0.09 
REASON-PURPOSE 0 0 0.09 0.17 0.74 

Table 2. Weights for each paragraph relevance score and each question class trained from the 
last year’s test set using the CHUNK query generation algorithm 

The official results of our two runs are given in Table 3. 
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 icia101PSroro icia102PSroro 
ANSWERED  200 92 
UNANSWERED  0 108 
ANSWERED with RIGHT  93 63 
ANSWERED with WRONG  107 29 
UNANSWERED with RIGHT  0 0 
UNANSWERED with WRONG  0 0 
UNANSWERED with EMPTY  0 108 
Overall accuracy 0.47 0.32 
c@1 measure 0.47 0.49 

Table 3. Official results on Romanian-Romanian ResPubliQA 2010 

Table 3 reveals the fact that MERT training procedure is rather sensitive to the 
training data: a c@1 measure of 0.49 is significantly lower than the one of 0.68 we 
obtained last year. Still, there is also the issue of the size of the test data which was 
200 questions vs. 500 questions last year (more than double). This translates in a 
reduced margin of error.  

For this year’s ResPubliQA competition we also wanted to test the influence the 
WSD has on both document/paragraph retrieval and query generation. We have 
already explained how we index a term using its assigned senses. 

For the query side, we opted to implement a query expansion mechanism based on 
performing WSD to the user’s question and generate all synonyms from the 
Romanian WordNet for each semantically disambiguated term. In order to do that, we 
used the RACAI-1 WSD algorithm [1] with which we have obtained an 82.5% 
accuracy on a domain-limited lexical sample if we allowed it to output the first two 
senses for each target word. The query expansion algorithm works in the following 
way: 

1. obtain a query from the natural language question using the TF-IDF query 
generation algorithm [2]; 

2. for each term in that query, apply RACAI-1 WSD algorithm (which uses a 
WSD model derived from the document collection and always outputs the 
domain-computed most frequent sense of the term according to the model – 
the “One Sense per Domain” hypothesis) to obtain the most probable 2 
senses of the term; using Romanian WordNet, generate all its synonyms for 
each disambiguated sense. 

Evaluating the results of the WSD-enhanced QA system, we differentiated between 
several types of runs: with/without query expansion and with/without WSD-enhanced 
indexing. We tested both query generation algorithms (TF-IDF and chunk-based) but 
we could only expand queries produced by the TF-IDF algorithm. Table 4 
summarizes the results that we have obtained on the ResPubliQA 2010 official 200 
questions test set. The QA system ran with the same global weights (see eq. 1) as per 
last year ResPubliQA. 
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Q. Gen. Algorithms Query Expansion No Query Expansion 
WSD Idx. No WSD Idx. WSD Idx. No WSD Idx. 

TF-IDF 0.2577/ 
0.3084/ 
0.4690 

0.2602/ 
0.3054/ 
0.4438 

0.2914/ 
0.3406/ 
0.6783 

0.4020/ 
0.4748/ 
0.6934 

CHUNK 
– – 

0.3467/ 
0.4226/ 
0.7286 

0.3618/ 
0.4311/ 
0.7286 

Table 4. Runs to evaluate the WSD impact on our QA performance for the Romanian-
Romanian setting. 

Every cell in this table contains three figures separated by ‘/’: the MRR-1 (percentage 
of the correct paragraphs returned only on the 1st place), the MRR (classical Mean 
Reciprocal Rank) and the COVERAGE (the percentage of the correct paragraphs 
found in the K=50 paragraphs list the search engine returns for each question). It 
clearly follows that WSD negatively impacts the performance of both IR and QA (a 
result that was put forward a while ago [8]). There are several explanations for this 
state of affairs: 

• domain limited WSD works well only on a highly domain-relevant lexical 
sample (in mathematical terms, words that are indicative of a domain with 
high scores) but we sense-annotated almost all content words from the 
document collection in which case the WSD accuracy drops. We imposed a 
cut-off of 5 as the score for a domain relevant term – by comparison, the 
most informative term from the JRC Acquis, “emolient”,  has a score of 
75.88; 

• we extracted terms along with document relevance scores and not domain 
relevance scores using the TF-IDF measure and not the one we developed 
specially for domain-relevant terms from [1]; 

• question formulation follows closely the phrasing in the document collection 
in which case, query expansion only produces noise. 

This judgment is not final since we did not experiment with any of the following: 
• increase the term threshold (from 5 to what value?) when doing WSD on 

both the question and the document collection in order to improve WSD 
accuracy; 

• instead of indexing synonyms for every term, we could index the term’s 
senses ids; when doing query generation, we could expand sense ids instead 
of synonyms with an expected effect of noise reduction; 

• train the system on the ResPubliQA 2009 500 questions test set. 

5. The Cross-lingual Runs 
The cross-lingual system uses the same index as the monolingual Romanian QA but 
for the query generation it uses an already available statistical machine translation 
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(SMT) system experimented in several RACAI projects [3]. The SMT system is based 
on Moses [5], an open source framework for rapid prototyping of machine translation 
systems. 

The training data for the translation system consisted of the JRC Acquis corpus and 
EMEA - European Medicines Agency documents [10]. The abundant foreign 
languages fragments were filtered-out as well as the translation units with significant 
length differences. After filtering, the remaining corpus had a total of 1.4 million 
translation units. Also, the translation pairs from the Romanian Wordnet [11] aligned 
to the Princeton Wordnet (http://wordnet.princeton.edu/) were added to the training 
data. 

From the training data only the lemmas of the content words were kept. The first 
two letters of the morpho-syntactical description were added to the lemma in order to 
syntactically disambiguate the terms. For example, the sentence “The medicine can 
only be obtained with a prescription.” is transformed into the sequence: “medicine^Nc 
obtain^Vm prescription^Nc”. Using the Moses scripts and Giza++ alignments we 
extracted a phrase-table (3-gram maximum length) for content-words lemmas. 

We used different query translation algorithms for the two submitted runs. For the 
first run, we selected from the translation table the translation equivalents for each 
content word lemma. For example, the question “Why was Perwiz Kambakhsh 
sentenced to death?” is translated into the query:  

de_ce Perwiz Kambakhsh (condamna OR condamnat OR  condamnare) (deces OR 
moarte) 

For the second run, we used the Moses decoder to generate the n-best translation 
list. The terms from the lists were collected into a single query. For example, the same 
English question as above is translated into the query: 

de_ce Perwiz Kambakhsh condamna condamnat condamnare deces moarte fi 

The two approaches have similar results as can be seen in the official results shown 
in Table 5: 

 icia101PSenro icia102PSenro 
ANSWERED 197 193 
UNANSWERED 3 7 
ANSWERED with RIGHT candidate 58 56 
ANSWERED with WRONG candidate 139 137 
UNANSWERED with RIGHT candidate 0 0 
UNANSWERED with WRONG candidate 0 0 
UNANSWERED with EMPTY candidate 3 7 
Overall accuracy 0.29 0.28 
c@1 measure 0.29 0.29 

Table 5. Official results for English-Romanian ResPubliQA 2010 

The performance measures are significantly lower than those of the monolingual 
counterpart suggesting the fact that either the translation can be improved or the issue 
of noise introduction with alternate translations for a term is to be addressed. 
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6. Conclusions 

RACAI participated in the Romanian-Romanian and English-Romanian settings of 
the ResPubliQA 2010 Paragraph Selection track using the QA system that it has 
developed for the last year’s ResPubliQA. The main aim of our participation this year 
was to test the scalability of our QA system to new challenges given the fact that it 
performed the best last year in the Romanian-Romanian setting out of 4 runs 
belonging to 2 participating groups but also overall out of the 28 runs in all languages. 
Even if the results were lower than those of the last year, we acquired important 
insights on how to scale this QA system to new challenges. Thus, for instance, we 
validated the per-class training that gives the best results and also, we know now that 
MERT estimation is very sensitive to the training data set. 
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