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Abstract. We present an overview of the QUT plant classification sys-
tem submitted to LifeCLEF 2014. This system uses generic features ex-
tracted from a convolutional neural network previously used to perform
general object classification. We examine the effectiveness of these fea-
tures to perform plant classification when used in combination with an
extremely randomised forest. Using this system, with minimal tuning,
we obtained relatively good results with a score of 0.249 on the test set
of LifeCLEF 2014.
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1 Introduction

Future food security presents a serious challenge. To sustain the projected world
population of over 9 billion in 2050, the current worldwide production of food
will have to almost double. This is a significant challenge given that the land
allocation dedicated to agriculture has already peaked in most countries. In ad-
dition, agriculture requires a significant amount of energy and water, and it is
a large contributor to green-house-gas emissions. To overcome these problems
requires alternative approaches such as the use of new crop varieties with in-
creased yield and robustness to climate change, the adoption of policies leading
to sustainable practices, and the development of new technologies to increase
the efficiency of farms.

Robot technology in farms will play an important role in the near future
in several applications. For both infield and crop management, robots could
contribute to the efficient use of energy, herbicides, pesticides, water, and fer-
tiliser by measuring plant growth and detecting weeds/pests. In harvesting of
horticultural produce, robots could contribute to increased yield and quality by
automating the picking and grading processes. To do this requires sophisticated
algorithms that could identify plants in their various states of growth.
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The Plant Identification Task [5] of the LifeCLEF challenge [7] is an estab-
lished benchmark for fine-grained plant classification. The task asks the partici-
pating teams to correctly identify the images taken of 500 different herbs, trees,
and fern species from France. The provided training dataset consists of over
47,000 individual images that are organized into observations. Each of these ob-
servations can contain multiple images from the same plant, but from different
parts of it. These different parts are referred to as content categories and include:
Branch, Stem, Leaf, LeafScan, Fruit, Flower and Entire.

2 Our Approach

We investigate the potential for generic features obtained from a well trained
convolutional neural network (CNN) to perform the task of plant classification.
This is a fine-grained image classification problem which has previously been
addressed by deriving hand-crafted features. By contrast, our proposed system
uses features from a CNN that was initially trained for general object classifica-
tion [11] using millions of images from the ImageNet dataset. To classify these
generic pre-trained features we make use of an extremely randomised forest. We
briefly describe our features and classifier below.

2.1 Convolutional Neural Networks as Generic Feature Detectors

Convolutional neural networks (CNNs) were proposed in 1989 by LeCun et al. [9]
to recognize hand-written digits. CNNs learn a sparser connection between re-
gions of an image and the NNs by imposing spatial dependencies; this can reduce
complexity. However, the broad applicability of CNNs has only recently shown
promise most likely due to the availability of large datasets, growth in compu-
tational power, availability of GPUs and efficient algorithms such as rectified
linear units [1, 6] which have been used to train these large networks.

Several research groups have explored the potential of these large CNNs to
outperform more classical approaches to object recognition or detection that are
based on hand-crafted features [2,4,8,10,11]. The CNN systems applied in these
large-scale object recognition or detection tasks consist of a feature extractor (the
actual CNN) followed by a classifier or regressor. Razavian et al. [10] showed that
combining CNN features with a simple classifier such as a linear SVM is highly
competitive or even superior to classical approaches for a variety of recognition
and detection tasks. We therefore follow the approach of Razavian et al. [10]
and apply a pre-trained CNN as a generic feature extractor to the images of the
LifeCLEF Plant Task.

In our approach, we use the pre-trained Overfeat [11] features which is a
CNN system. For feature extraction, we examine the effectiveness of using ei-
ther the first or second fully connected layers – referred to as Layer 17 and
Layer 19 respectively. To use the Overfeat features, we downsample the images
so that the smallest dimension is 231 pixels wide or high respectively, this is
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because the Overfeat network operates on a region of size 231 × 231. The ex-
tracted features are vectors of length 3, 072 or 4, 096 for Layer 17 and Layer 19
respectively. Overfeat will extract several feature vectors per image in a sliding
window fashion unless the images are square (231 × 231). These feature vectors
are then fed into an ensemble of extremely randomized trees that performs the
actual classification.

2.2 Extremely Randomized Trees Classifier

An extremely randomized tree classifier (extratree) is a tree-based ensemble
method for supervised classification. It is conceptually similar to random for-
est classifiers, but takes the idea of randomness one step further. In contrast to
decision trees that are designed offline and derived from expert knowledge, an ex-
tremely randomized tree classifier learns the layout of its ensemble of trees from
training data. The classifier output is a probability distribution over all classes,
in our case this would over all 500 possible species in LifeCLEF. We refer the
reader to the literature [3] for a further discussion of extremely randomized trees.

We train a separate classifier for each of the content categories in the Life-
CLEF dataset. Thus for each category, Branch, Leaf or LeafScan, we have a
separate extremely randomized tree. To handle multiple samples from each im-
age the classification results of the extratrees are combined to provide just one
prediction per observation. This is achieved by averaging the output (probabil-
ity distribution) for all features from an image and results in one probability
distribution for each image.

PlantCLEF introduces a further difficulty in that an observation can have
multiple images or even multiple content categories available. To combine the in-
formation from multiple images, or even multiple content categories, we treat the
result of each image as a likelihood score and sum them into a single distribution
of prediction scores over the 500 different classes for each observation.

3 Experimental Setup

To derive the hyper parameters for our system, we performed cross validation.
The training dataset was split into two tests: the system is trained using 95%
of the training observations and then evaluated on the remaining 5%. We note
that our choice for forming the cross-validation dataset is overly simplified as we
uniformly sample across observations and do not uniformly sample over classes
(species) and observations; this means that we do not enforce an equal ratio
between classes and observations of the training and the evaluation sets. Finally,
we only used observations with a user-provided quality score of 3 or above in
the training and validation stage.

The parameters of the ensemble classifier are tuned by sampling the parame-
ter space. The resultant values are listed in Table 1. Our system is implemented
in Python and uses the extratrees implementation of scikit-learn1.

1 http://scikit-learn.org/
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Table 1: A table outlining the final system parameters used for the extratrees
that were used.

Parameter Value

size of ensemble 65 trees
used feature elements 64
tree depth 15
information gain measure entropy

4 Results

A total of ten teams participated in the challenge and we ranked 4th in the team
ranking. In Figure 1, we present the results using the LifeCLEF score metric
where it can be seen that our approach scored 0.249; to facilitate interpretation
of this plot we associated the runs of the top 4 teams with a different color.
This is slightly worse than BME TMIT systems and considerably better than
the FINKI systems.

Fig. 1. The results of the LifeCLEF Plant Task 2014. Image adapted from the organiz-
ers’ website. Our run (QUT) is marked in red, the runs committed by the top 3 teams
are color coded in blue (IBM), green (PlantNet) and yellow (BME TMIT) respectively.

To understand better the performance of our system, we examined the recog-
nition accuracy for each content category. In Figure 2, we present the recognition
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accuracy for our system for each content category and also for using different lay-
ers of the neural network (Layers 17 and 19). We can see that our system is most
accurate for the LeafScan category and achieves a rank-1 identification rate of
more than 50%. The second best category is Flower with a rank-1 identification
rate of almost 25%. After this, our rank-1 identification rate for the categories
falls below 20% and performs worst on the Branch category. We believe that
the considerable performance difference on the LeafScan category is due to the
fact that these images contain a single leaf image which is usually well centered
and has a homogeneous background; this greatly simplifies the feature extraction
stage and consequently classification. By contrast, other categories such as Fruit,
Branch and Leaf, have highly varying backgrounds and the object of interest is
rarely well centered or at a consistent scale. Finally, we note that despite the
considerable performance difference between LeafScan and the other categories,
our overall system performance is acceptable. We believe this is because most of
the images in the dataset appear to be LeafScan images.

Fig. 2. Recognition accuracies (rank-1 identification rate) for the different content
categories present in the dataset. The plot compares the performances of features
extracted from the first and second fully connected layer presented in blue and red
respectively.

Comparing the performance of the two different extracted feature sets, we can
see in Figure 2 that Layer 19 provides the best overall score. Layer 17 is the first
fully connected layer and Layer 19 is the second fully connected layer. Examining
the performance on a per category basis, we can see that Layer 17 and 19 have
similar performance except for Flower and Fruit where Layer 19 outperforms
Layer 17. By contrast, Layer 17 provides slightly better performance for the
Stem category. We want to point out that Razavian et al. [10] used the first fully
connected layer (Layer 17) in their work.
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5 Conclusions and Future Work

The initial results of our plant classification system using CNNs provides com-
petitive performance. We have found that using Layer 19, rather than Layer 17,
provides superior performance for the task of plant classification. Nevertheless,
some issues are worth considering further.

One major issue is that we need to consider how to perform localisation of the
object of interest within the image. We believe this is an important factor that
degrades performance. One possible way to approach this problem is to search
the image for the most salient parts in the image. Also, we should examine the
properties of the CNN features, and how they could be re-trained to deal with
the specific task of plant classification.
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