
Preface: EMPIRE 2014 - 2nd Workshop on
Emotions and Personality in Personalized

Services
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1 Introduction

The 2nd workshop on Emotions and Personality in Personalized Services5 is tak-
ing place in conjunction with the UMAP 20146 conference in Aalborg, Denmark,
as a full-day workshop on 11. July 2014.

Personality and emotions shape our daily lives by having a strong influence
on our preferences, decisions and behaviour in general. Hence, personalized sys-
tems that want to adapt to end users need to be aware of the user’s personality
and/or emotions to perform well. Affective factors may include long-term person-
ality traits or shorter-term states ranging from affect dispositions, attitudes (lik-
ing, loving, hating etc.), interpersonal stances (distant, cold, warm etc.), moods
(cheerful, irritable, depressed etc.) or real emotions.

Recently, there have been extensive studies on the role of personality on user
preferences, gaming styles and learning styles. Furthermore, some studies showed
that it is possible to extract personality information about a user without annoy-
ing questionnaires, by analyzing the publicly available user’s social media feeds.
Also, the affective computing community has developed sophisticated techniques
that allow for accurate and unobtrusive emotion detection. Generally, emotions
can be used in personalized systems in two ways: (i) either to change the emotion

5 http://empire2014.wordpress.com/
6 http://www.um.org/umap2014/
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(or mood, e.g. from a negative to a positive) or (ii) to sustain the current emo-
tion (e.g. keep a user ’charged’ while doing sports). Recent studies showed that
such information can be used in various personalized systems like emotion-aware
recommender systems.

2 Contributions

Kompna and Bieliková [1] present the results of a study that compared a stan-
dard group recommender system with the proposed modeling of groups with
a graph of influences where the vertices are the users and the edges represent
connections based on personality, context and relationship.

Pesek et al. [2] present a dataset of the subjects affective responses to audio
stimuli. The affective responses are modeled in two dimensions: color and music
perception.

The Theory of Planned Behaviour (TBP) modeling of user is present in two
submissions [3,7]. Košir et al. [3] modeled the decision-making process of film
viewers using TPB to predict the genre of the film to be viewed by the active
user. Tkalčič et al. [7] use the TPB user modeling approach to design a persuasive
system that will try to persuade users to attend classical music concerts.

Ferwerda and Schedl [4] lay out a proposal for a music recommender system
based on personality and emotions. The proposal is geared towards the scenario
of the anticipation of emotion self-regulation with music.

The relations between emotions expressed through posts on Facebook sta-
tus updates and the users’ age, gender and personality is being studied in the
submission by Farnadi et al. [5].

De Carolis and Ferilli [7] argue that there is relationship between user daily
routines and mood. To this end they devised a mobile app that collects affective
data and calendar entries. They present their preliminary results.

Cena et al. [8] lay out a proposal for a personal informatics system that
focuses on the collection of affective data for self-reflection and self-knowledge.

Chin and Wright [9] discuss the issues of a method to predict personality
parameters from the observed user’s social media.
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– Floriana Grasso, Liverpool University, UK

– Francesco Ricci, Free University of Bolzano, Italy

– Giovanni Semeraro, Universita di Bari, Italy

– Ioannis Arapakis, Yahoo! BCN, Spain

– Ivan Cantador, Universidad Autónoma de Madrid, Spain

– Li Chen, Hong Kong Baptist University, Hong Kong

– Luca Chittaro, University of Udine, Italy

– Maria Nunes, University of Sergipe, Brazil

– Matt Dennis, University of Aberdeen, UK

– Mehdi Elahi, Free University of Bolzano, Italy

– Mohammad Soleymani, Imperial College, UK

– Neal Lathia, Cambridge University, UK

– Olga Santos, UNED, Spain

– Oliver Brdizcka, PARC, USA

– Pasquale Lops, Universita di Bari, Italy

– Pearl Pu, EPFL, Switzerland

– Rong Hu, EPFL, Switzerland

– Viviana Patti, University of Torino, Italy

– Yi-Hsuan Yang, Yang Academia Sinica, Taipei

4 References

1. Michal Kompan and Maria Bielikova, Social Structure and Personality En-
hanced Group Recommendation, Proceedings of the 2nd Workshop Emotions
and Personality in Personalized Services (EMPIRE 2014), Aalborg, Den-
mark, July 2014, CEUR-WS.org, ISSN 1613-0073
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Abstract. The social aspects of the group members are usually omitted in today’s 

group recommenders. In this paper we propose novel approach for the inter-

group processes modeling, while the friendship type, user’s personality and the 

group context is considered in order to reflect the group member influence. More-

over, the bi-directional emotional contagion is reflected by the spreading activa-

tion over the influence graph. In this manner we are able to compute adjusted 

ratings for recommended items which reflect and simulates the real users’ pref-

erences. 

Keywords: satisfaction modelling, group recommendation, personality. 

1 Introduction and related work 

Hand by hand with the social network increase we can observe the users interaction 

increase over the Web. The Web became the tool for the friends’ activities discussion 

or organization. Thus the increasing trend of group recommenders’ popularity can be 

expected in the future. 

The group recommendation extends the standard single-user recommendation to the 

whole group by maximizing the usefulness function. The group recommendation often 

aggregates the single-user preferences based on various aggregation strategies [1,3], 

while the minimal satisfaction guarantee is the one of the important differences. The 

history of the group recommenders is connected to the TV domain or movies domain 

or the holidays and tours recommendation.  

Based on the domain, various group characteristics can be observed, while the most 

important seems to be the group duration (stable vs. temporary), the group structure and 

the activeness. From the recommendation point of view the number of recommended 

items (one or sequence) plays important role for the recommendation method selection. 

Nowadays, the social aspects of individuals become more and more important. The 

group often includes various user’s personalities and types, while not only horizontal 

but vertical social structure can be observed. These aspects play crucial role in the group 

recommendation process, as the whole group satisfaction is based on the inter-group 

processes and members attitudes [9]. Often the predicted individual satisfaction, based 

on which the group recommendations are mostly generated differs to real satisfaction 
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of user in the group (he/she is influenced and liable to change attitudes). The social 

structure (including emotional contagion) is in nowadays group recommenders consid-

ered only between two users if at all. Personal Impact Model proposed in [6] identifies 

user’s impact on the group based on the previous activity, while the reason for the im-

pact is hidden, thus it is unsuitable for the changing groups. Gartrell proposed a recom-

mender based on relationship types and intensity between two users [2], while the pro-

posed approach does not spread the impact and emotional contagion to other group 

members. Mashoff introduced a model for the satisfaction modeling [7]. Pro-posed sat-

isfaction function uses the user emotions and sequence satisfaction impact. Quijano-

Sanchez considers personality types and trust factors [10]. The results significantly im-

prove the basic recommender and support the suitability of the social factors integra-

tion, while the history, the group context and the emotion influence propagation within 

the group should be considered when designing group recommenders. 

2 Group influence 

The group influence is based on the user to user individual influences. These are de-

pendent on various personal aspects – personality, social status or relationship type. As 

the inter-group processes have the bi-directional character, we propose spreading acti-

vation based satisfaction function, which can be used for the rating prediction adjust-

ment. Based on this adjusted rating we are able to choose appropriate items or sequence 

of items for specific group.  

Similarly, the group members can be considered as the influence source. By using 

adjusted concept of influence modeling within the group recommendation, we are able 

to model real-life intergroup processes. 

Group-based influence graph is an ordered pair 𝐺 = (𝑉, 𝐸) where 𝑉 is a set of ver-

tices which represent group members and 𝐸 set of weighted oriented edges connecting 

two vertexes (group members), which are associated to the influence presence between 

two users. The edges weights can be computed based on various social and personality 

based approaches (e.g. relationship type, personality). 

For every group, the influence graph is constructed and each user’s satisfaction (pre-

dicted rating for single-user) spread over this graph (Figure 1.). The vertexes represent 

group’s members, while the edges refer to the emotional contagion between all pairs of 

users. This contagion is computed based on the social interaction type (friends, partners 

etc.), the single-user’s personality (detected based on NEO-FFI by Costa and 

McCrane [8]) and the users’ conflict score (obtained based on TKI by Thomas and Kil-

mann [11]). Moreover, the weight is adjusted with respect to the special occasions or 

actual context (e.g., birthdays) while these have stronger influence to the group mem-

bers usually (𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠ℎ𝑖𝑝 ×  𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝑖𝑡𝑦 ×  𝑐𝑜𝑛𝑡𝑒𝑥𝑡).  

Vertexes (representing group members) have assigned initial satisfaction influence 

values, which are derived in a standard manner (collaborative/content based recom-

mendation prediction). The edges are present between users whose are in relationship, 

in other words between users with emotional contagion. Every edge has a weight, which 

refers to the level of emotional contagion between two users.  
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Fig. 1. Graph representation of group satisfaction modeling. Vertexes (A-D) represent users 

and edges the user’s influence computed based on relationship, personality and actual context. 

User satisfaction is the internal state of user 𝑢 which describes the attitude of user to 

specific item 𝑖 or to the all provided recommendations. This state is based on single 

user preferences adjusted by actual user context - emotion, mood, group members, se-

quence of recommended items etc. 

The concept of context influence for single-user recommendations, we investigated 

in [5]. Based on obtained results we propose to enhance this concept to the group rec-

ommendation and introduce the group members as one of the sources for context. 

In the group recommendations, often the sequence of items instead of single item is 

recommended. Moreover, the regularly repeated events can be considered as the se-

quence recommendations (time limitation required). The satisfaction does not depend 

only on the emotional contagion between the group members (modelled as the spread-

ing activation through group influence graph), but on the time (emotion decrease) and 

previously experienced items either. Based on this assumption (previously experienced 

items influences user’s attitudes as well) we suggest providing spreading activation 

several times for every item in the recommended sequence order history. The final ad-

justed rating is defined as follows: 

ru∈Users,i∈Items = κι (
∑ ((log|RI𝑢|−1 √j+1)sp(𝑅𝐼𝑢𝑗

,u))
|RI𝑢|−1
j=1

|RI𝑢|−1
) + (1 − ι) sp(i, u) (1) 

where 𝑖 represents the item actually experienced, and 𝑢 is the user, whose satisfaction 

is computed. The user emotional contagion is expressed as 𝑠𝑝(𝑖, 𝑢) - the spreading ac-

tivation in user’s 𝑢 influence graph for predicted item 𝑖. 𝑅𝐼𝑢 refers to the recent items - 

items rated by user 𝑢  previously (within one recommendation sequence). By using 

symmetric rating scales e.g., < 5; 5 > we are able to model positive and the negative 

emotional contagion respectively ( 𝜅 =  2.631  - compensation of logarithm for the 

used rating scale). The previous experienced items (sequence) is combined with the 

𝜄 weight. The time emotion decrease is considered from the beginning of the se-

quence (𝑙𝑜𝑔). The principle of proposed approach is presented in Figure 2. 

Thanks to two basic parts – modelling of influence for actual experienced item and 

considering the previous history, we are able to model intergroup processes and to sim-

ulate various sequences for particular group. This allows us to maximize the group sat-

isfaction.  
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3 Evaluation and results 

We evaluated proposed novel satisfaction modeling (based on the group members’ per-

sonalities and relationships) in the controlled experiment, where we were comparing 

proposed approach to the standard group recommenders (considering Average or Ad-

ditive aggregation strategy). 

 

Hypothesis. Proposed approach help us to model real life inter-group processes thus we 

expect that - group recommendation based on the proposed novel satisfaction modeling 

increases precision of group recommendation generated based on standard approaches. 

 

Fig. 2. Proposed satisfaction modeling for users (A,B,C,D) and several experienced items (time 

– each row of graphs represents one item from the recommendation history or sequence). 

Participants. The total of 9 students of faculty were asked to simulate the group rec-

ommendation task in the movie domain - to choose movies which they want to watch 

together. 

 

Process. Firstly, we focus on collecting personal characteristics and social structure 

information about participants. We asked experiment participants to complete person-

ality based questionnaire - Neuroticism-Extroversion-Openness Five Factor Inventory 

(NEO-FFI), which is based on the original NEO-I measurement. Similarly, participants 

were asked to complete the Thomas-Killman Conflict Mode Instrument (TKI) [11] 

which refers to the users’ competitive personality aspects. Next, each of the participants 

have to rate 20 movies on the rating scale 1-5 in order to model each user preferences. 

In the next phase, we simulated group recommendation task. Experiment partici-

pants were spilt into groups of sizes 3 and 6 users (3 groups of size 3 and 2 groups of 

size 6 users) and asked to choose 3 and 5 films they want to watch together. 

For each group, the influence graph was constructed, while 4 personal characteristics 

were considered - Competing (from TKI model) and Neuroticism, Extraversion and 

Cooperativeness (from NEO-FFI model). As we believe these characterises express 

user potential for influence other group members. For each characteristic the percentile 
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for the population was computed and the intensity of specific characteristic was as-

signed (three intensity levels - low = 0.5, average = 1.0, high = 1.5). The final weight 

of user to user connection was computed by multiplying of intensity levels for 4 ob-

tained characteristics. 

 

Results. After collecting all information about participants and simulating the group 

recommendation task, we generated recommendations based on proposed satisfaction 

modeling approach and standard group recommender. We computed Precision@3 and 

Precition@5 as the groups were asked to choose 3 and 5 movies to recommend. Pro-

posed recommendation approach was implemented as the standard Top-N recom-

mender based on the Additive and Average aggregation strategy, while ratings adjusted 

with proposed satisfaction modelling and raw group members’ ratings were used in the 

comparison.  

As we can see (Figure 3), proposed approach generally outperforms standard group 

recommendation. Our results indicate, that proposed approach scored higher when less 

items are recommended (Precision@3). In the group recommendation this is a desired 

behaviour as the group does not usually demands lot of items to experience. 

Obtained results suggest, that proposed approach helps us to model real inter-group 

influence processes which result to the satisfaction change over group members based 

on the their personal characteristic. This change is important in the aggregation step, 

while users change their single-user preferences within the group observably. 

In our experiments, the weights were computed based on the 3 basic levels of influ-

ence we expected. In the real settings, when large amount of users is available, these 

ratings can be learned by the machine learning techniques which should even more 

increase performance of our proposed method. 

 

Fig. 3. Comparison of proposed influence enhanced group recommender (PM) and standard 

group recommender (SA). The Additive and Average aggregation strategy for group size 3 and 

6 is compared. 
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4 Conclusions 

As there are various group types, various influences can be considered in the group 

recommendation. When the group structure or the social characteristics are available, 

the consideration of such information by the influence modelling outperforms the 

standard group recommendation. Our proposed approach for the satisfaction modeling 

(adjustment of predicted ratings) models real life inter-group processes. As the emo-

tional contagion is the bi-directional process, the spreading activation over the group 

influence graph allows us to reflect actual influence. Because the sequence of previ-

ously experienced items is important as well – the history of recommendation influ-

ences actual user state - proposed approach balances the present and history in order to 

compute adjusted rating of predicted item which in the next step is used for the recom-

mendation. As we have shown proposed approach improves the precision of group rec-

ommender approaches and can be used for sequence optimization for group of users.  
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10



Gathering a dataset of multi-modal
mood-dependent perceptual responses to music
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1University of Ljubljana,
Faculty of Computer and Information Science
{matevz.pesek, matija.marolt}@fri.uni-lj.si

{primoz.godec, mojca.poredos}@lgm.fri.uni-lj.si
2Scientfic Research Centre of the Slovenian Academy of Sciences and Arts

Institute of Ethnomusicology gregor.strle@zrc-sazu.si

3University of Ljubljana,
Faculty of Electrotechnics

{joze.guna, emilija.stojmenova, matevz.pogacnik}@fe.uni-lj.si

Abstract. The paper presents a new dataset that captures the effect of
mood on visual and auditory perception of music. With an online survey,
we have collected a dataset of over 6600 responses capturing users’ mood,
emotions evoked and expressed by music and the perception of color with
regard to emotions and music. We describe the methodology of gathering
the responses and present two new models for capturing users’ emotional
states: the MoodGraph and MoodStripe. Also, general research questions
and goals, as well as possible future applications of the collected dataset,
are being discussed.

Keywords: color perception, human computer interaction, mood esti-
mation, music information retrieval

1 Introduction

The complexity of human cognitive processes forces researchers to focus on spe-
cific narrow problems within their field of expertise. By selectively partitioning
the multi-modality of human perception on the respective field-specific features,
many other aspects are excluded or presumed to have no impact on the results.
For example, much of music information retrieval (MIR) research to date has
been systems-based, conducted in laboratory environment by assuming some ob-
jective “ground truth” (such as genre classification) and ignoring user context
and individual preferences [12]. Such models or systems are “one-dimensional”,
restricted to some simple notion of perception, and fail to capture “real-world”
scenarios.
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1.1 Aim and scope

In order to propose a system capable of multi-dimensional modeling of human
perception, we have considered various perceptual modalities and built a dataset
for multi-dimensional model. Our work connects approaches in the fields of
human-computer interaction (HCI) and MIR, with an intention to incorporate
feature types from both fields into the model. Our aim is to evaluate two aspects
of human perception: the color and music perception and concurrently bind these
to the emotions induced and perceived from those modalities. By extracting the
information about the user’s emotional state, we attempt to link the variable
components of one’s personality which presumably impact the decision-making
processes of a human. Following paragraphs provide a brief overview of closely
related problem tasks in the fields of HCI, MIR and music visualization.

An impressive amount of attention has been given to user modeling and
personalization of user experience (UX) in different application domains. Orig-
inating from product-oriented problems, the UX has become one of the most
important factors in scientific fields including computer graphics and HCI [1].
In MIR research, on the other hand, there have been only a handful of studies
focusing on user satisfaction by including her personal preferences into the deci-
sion making model [12]. These typically include music features representing the
music genre, artists, instrumentation and mood [16].

Mood has been extensively analyzed within several scientific fields, not only
in the fields of psychology and cognitive science [2,10], but also in the fields of
HCI [15] and in recent years in MIR [8,12]. Some of the approaches that use
mood for personalization capture mood by eye-tracking and visual recognition
(with cameras), while others rely on manual input of relevant information by
interacting with the interface. In MIR, mood estimation from music is a relatively
new task [7], generally evaluated independently from other user-dependent tasks.
However, we argue that for mood estimation to be successful, it needs to be
integrated with other user-dependent tasks, such as music recommendation task
[14]. The evaluation metrics for music recommendation often rely on play-list
comparison. The task is formalized as a production of an ordered list of songs,
given a query and a set of source data. ”The results are evaluated against a
ground truth derived from a second source or human evaluation”1. While this
may seem as a valid evaluation procedure, it discards any personal information
about the user, which could, in our opinion, have great impact both on the
results and on the functionality and personalization of the recommender system
in practical use.

A notable effort has been put into visualizing the music data on multiple
levels: audio signal, symbolic representations and meta-data [9]. Often, these
representations contain interpretable psychological dimensions, built upon re-
lationships between multiple qualitative dimensions of represented entities and
additional data in form of shape, size or color [3]. Color tone mappings are also
applied onto the frequency, pitch or other spectral components [11], in order to

1 http://www.music-ir.org/mirex/wiki/2009:Music_Recommendation
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describe the audio features of the music [18]. However, such representations sig-
nificantly differ, also due to the choice of the color set, which is typically picked
randomly by the creator. Furthermore, there is no standard problem task eval-
uating the ”correctness” of music visualization, since the evaluation procedure
would be unclear due to the amount of factors possibly influencing the ground
truth produced by a person. Thus, the proposed visualization techniques often
serve merely as the visually appealing aspect of the representation. Nevertheless,
we believe that certain uniformity exist in the general perception of connections
between colors and music.

1.2 Research questions

Based on the proposed model and subsequent studies, our goals are set along
the following research questions:

– Does users’ mood impact their perception of color and music?
– Is the relationship between color and emotions uniform or individual? To

what extent can such relationship be influenced by mood and personal char-
acteristics?

– Does the correlation between sets of perceived (expressed by music) and
induced (evoked by music) emotions depend on the personal musical prefer-
ences?

– Are there emotionally ambiguous music excerpts?

Our general hypothesis is that perceived emotions of a music excerpt are
expected to be similar across listeners, whereas the induced emotions are ex-
pected to be correlated across groups of songs with similar features (such as
genre) and users with similar personal characteristics. Furthermore, if there is a
significant variance between sets of perceived and induced emotions, the latter
could be used to implicate user’s satisfaction of the given selection. We assume
such relationship can be integrated into music recommender system, significantly
improving current state-of-the-art emotion-based music recommenders. Another
aspect, largely ignored by existing recommenders, is the effect of music on user’s
current mood. If results prove such effect to be significant, there is a real moti-
vation for constructing progressive recommender system, dynamically adjusting
music recommendations according to emotionally charged music changes selected
by the user. We plan to implement these aspects for playlist generation and
evaluate the usefulness of such approach with regard to current state-of-the-art
recommenders that do not consider such variability.

From HCI perspective, there are a number of possibilities, where user’s mood
can be usefully taken into account. One of the most obvious ones is improvement
of recommender algorithms for personalized selection of multimedia content (mu-
sic, movies, books, etc....). Standard personalization techniques have reached the
stage where user context is taken into account in addition to user’s general pref-
erences. The user’s context is usually comprised of a number of parameters such
as user’s mood, location, time of day, activity, etc. While the number of available
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movies for example, has reached many thousands, the recommended ones can be
consequently counted in hundreds. Taking user’s mood into account can further
reduce the number of recommended movies to ten or twenty, which makes the
recommendation system much more user friendly.

The paper is structured as follows: section 2 provides a detailed methodology
of the survey design and the proposed MoodGraph emotion model, while section
3 elaborates on the gathered dataset and discusses possible future applications.

2 Methodology

We started our survey design with a preliminary questionnaire (see subsection
2.1), which provided some basic guidelines for the overall design. The following
subsections describe the structure of the survey, divided into three parts. These
are intended to capture user’s emotional state, the perception of colors and
corresponding emotions, and emotions perceived and induced from music, along
with the corresponding color.

2.1 Preliminary study for bias exclusion

As there are no generally accepted sets of textual descriptors (labels) for various
emotional states, beyond the set of basic emotions proposed by [5], many studies
choose labeled sets intuitively, with no further explanation, e.g. [17]. In contrast,
we performed an initial study of existing emotion sets used within psychology
and music research in order to establish a relevant set of emotion labels. In order
to eliminate the cultural and lingual bias on the labeling, we performed our sur-
vey in Slovenian language for Slovenian-speaking participants. The preliminary
questionnaire asked the user to describe their current emotional state through
a set of 48 emotion labels, each with an intensity-scale from 1 (inactive) to 7
(active). The questionnaire was solved by 63 participants. Principal component
analysis of the data revealed that first three components explained 64% of the
variance in the dataset. The majority of the 17 emotion labels for our survey
were then chosen from the first three components. To capture the relationship
between colors and emotions, we evaluated the effectiveness of the continuous
color wheel for choosing colors. Responses indicated the continuous color scale to
be too complex for some users and a modified discrete-scale version was chosen
instead. The discrete color wheel provides the user with a choice of 49 colors dis-
played on large tiles, enabling the user to pick the best match. All 49 colors have
been chosen to represent a common color spectrum of basic colors and provide
a good balance - a trade-off between the complexity of the full continuous color
wheel and the limitations of choosing a smaller subset of colors.

2.2 Structure of the survey

We divided our online survey into three parts. The first part contains basic demo-
graphic questions, including questions regarding musical experience. The second
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part investigates user’s current mood and her/his perception of relationships
between color and emotions. Part three consists of ten 15-second long music ex-
cerpts and questions related to perceived and induced emotions, as well user’s
perception of relationship between color and individual music excerpt.

2.3 Part one - Demographic data

In order to evaluate how personal characteristics of users impact their music
and color perception, we designed a set of questions, shown in Table 1. The
set contains three demographic-oriented questions, two questions related to the
musical background, including user’s preferences and interests in music, and two
questions inquiring about medications and drug use (we consider them necessary
in order to detect possible discrepancies).

Table 1. Questions from the first part of our survey. Each question is provided with
a set/range of possible answers (2nd column) and with comments where needed (third
column). The responses provide some background information about the user’s music
experience and preferences.

Question Range Comments

Age [5, 99] in years

Gender {Male, Female}
Area of living {city, rural area}
Music school at-
tendance

[0, 20] in years,
0 - meaning not attending

Instrument play-
ing or singing

[0, 20] in years,
0 - meaning not attending

Usage of drugs {yes, no} Is participant using drugs

Influence of drugs {yes, no} Is participant under the influ-
ence of drugs when filling the
survey

Genre preference {Classical, Opera, Country, Folk,
Latin, Dance / Disco, Electronic,
RnB/Soul, Hip Hop/Rap, Reg-
gae, Pop, Rock, Alternative, Metal,
Blues, Jazz, Vocal, Easy Listening,
New Age, Punk}

up to three preferred genres
(at least one) can be selected
starting with the most preferred
genre.

Time listening to
the music

{less than 1, 1-2, 2-3, more than 3} in hours per day

The introduction of a larger set of demographic questions has also been con-
sidered. However, as the focus of our research is investigation of the interplay
between colors, music and emotions, a very demanding task in itself, the decision
has been taken not to put additional stress on the user by conducting lengthy
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demographic investigation. The amount of time required to finish the survey was
averaged under 10 minutes.

2.4 Part two - mood, emotions and colors

This part of the survey is designed to capture information about user’s current
mood, her/his perception of relationship between color and emotions, and evalu-
ation of the latter in terms of pleasantness and activeness. Here, mood is defined
as a longer lasting, but less intense emotional state (generally unaffected by cur-
rent situation or particular stimulus), compared to emotion (which is usually
directly affected by a particular event or stimulus), though such definition is
still arguable as both terms are often used interchangeably (see e.g. [6,13]). We
use term ’emotional state’ in places where both mood and emotion are being
referred to. The structure of the second part of the survey is outlined in Table
2.

Table 2. The second part of the survey inquiring about the perception of emotions
and colors. The fourth question is visually divided into three blocks, with six, six and
five emotions in each block. The fifth question is presented to the user in a combination
of a word describing the mood and a color wheel for user input (see Figure 2).

Question Range Comments

Current mood Valence/Arousal space User selects her/his mood in a 2
dimensional space according to
the pleasantness and activeness
of the mood - see Figure 1

Color of the
mood

Color wheel User chooses the color tone
most reflecting her/his current
mood - see Figure 2

Perception of
emotions

{fear, energetic, angry, relaxed,
happiness, sadness, liveliness, joy,
disappointment, discontent}

User places the set of emotions
onto valence/arousal space - see
Figure 3

Emotional state {active, wide awake, drowsy, in-
active, miserable, discontent, dis-
appointment, relaxed, happiness,
cheerful, joyous, satisfied, sleepy,
sad, calm, angry}

User places all emotions onto
a stripe with a continuous scale
ranging from unexpressed to
highly expressed - see figure 4

Colors of emo-
tions

{energetic, discontent, sad, disap-
pointed, relaxed, angry, fearful,
happy, joyous, lively}

For each word in a set, user se-
lects a color most resembling the
described emotion.

First, the participants are asked to describe their current emotional state. In-
stead of having them choose a set of emotional labels, they performed this task
by placing a point in the valence-arousal space (Figure 1). This is a standard
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mood estimation approach, also frequently used for the estimation of perceived
emotions in music. The same approach was used for self-estimation in the Mood-
Stripe. We believe, that the valence-arousal space is a fast and intuitive way for
the user to describe her/his current emotional state.

Fig. 1. Valence-arousal space for estimation of user’s emotional state. The graph axes
are marked Uncomfortable and Comfortable for the abscissa, and Passive and Active
for the ordinate values.

Questions two and five refer to a color wheel, shown in Figure 2. Participants
were asked to choose the best-matching color for particular emotion. The color
wheel contains a total of 49 possible color selections (see 2.1).

Question three was designed to assess how users perceive the pleasantness and
activeness of emotions in the valence/arousal space, called MoodGraph (Figure
3). The users were asked to place a set of ten emotion labels in the MoodGraph,
according to their perception of pleasantness and activeness of individual emo-
tion. Although we assume that emotions will form distinctive clusters in the
valence/arousal space across users (thus, gathering the stereotypical represen-
tation of the emotions), we nevertheless wish to evaluate the variability of the
emotion labels placements in terms of their activeness and pleasantness, and
compare with the results in part three, where users described musical excerpts
in a similar manner.

The fourth question was designed to capture users’ current emotional state,
by annotating 17 emotions on a scale from unexpressed to highly expressed.
To make the task more intuitive and keep in line with the overall UX (user
experience) of the survey, we designed a new input modality, MoodStripe (Figure
4). As in MoodGraph, the user drags emotion labels onto space representing
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Fig. 2. A color wheel with total of 49 colors presented. The black dot indicates the
selected color.

Fig. 3. The MoodGraph: emotions are dragged from the container above the graph
onto the valence/arousal space. Blue dots indicate the position of the selected emotion
in the valence/arousal space.

expressivity of emotions. To ensure the ease the positioning, the emotions are
divided into three separate MoodStripes.

Both novel user input modalities, the MoodGraph and MoodStripe, could
easily be replaced by a set of ordinal scales, implemented as radio buttons for
each emotion. However, we believe that our approach is more efficient, intuitive
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Fig. 4. The MoodStripe: to express their emotional state, users position a set of emo-
tions on a scale from unexpressed on the left to highly expressed on the right. The
scale is marked from absent over present in the middle, to expressed the right.

and puts less stress on the user. We provided an optional feedback form after
users finished the survey and preliminary analysis reveals very positive remarks
about the proposed innovative input modalities.

2.5 Part three - music in relation to colors and emotions

In part three of the survey, users are asked to complete two tasks on a set
of ten randomly selected 15-second long music excerpts. After listening to an
excerpt, the user is first asked to choose the color (from the color wheel) that best
represents current music excerpt (Figure 2). Next, the user is asked to place a set
of emotion labels on the MoodGraph, according to two categories: a category of
induced emotions and a category for perceived emotions. The category of induced
emotion labels is marked with a person icon, while the perceived emotion labels
are represented with a note icon. The user may place any number (but at least
one from each category) of emotions on the MoodGraph. An example is shown
in Figure 5.

3 Contributions and future work on the collected dataset

This survey was published in March. With the help of social networks we have
gathered responses of 952 users to date. This number is much higher than ex-
pected, particularly as the survey was only distributed among Slovenian speak-
ing population. Users provided 6609 mood/color-perception responses for the
200 music excerpts used in the survey.

To achieve the most relevant results in regard to the emotional influence of
music, we’ve carefully selected the songs with an intention to cover the whole
variety of genres, and at the same time avoid popular (or most known songs), that
could bias users’ ratings. The database includes 80 songs from the online service
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Fig. 5. An example of two-category MoodGraph. Induced emotions are marked with a
person icon, perceived emotions with a note icon.

Jamendo2, which is widely used by less-known artists. We have also included a
part of a previously collected dataset [4] containing 80 excerpts of film music,
a subset of 20 Slovenian folk music excerpts and 20 music excerpts from past
International Computer Music Conference proceedings containing contemporary
electro-acoustic music. The diversity of the chosen sets will allow us to analyse
the differences of responses and draw possible conclusions by extracting the
audio liable features. By gathering a vast amount of responses (each excerpt
has on average 33 responses), including induced and perceived emotions and
relationships between music excerpts and color, we’ve provided a foundation for
future research on person’s emotional state, perception of music and color, and
complex relationships between perceived and induced emotions in music.

To our knowledge, no currently available music-mood dataset has such a high
ratio of user annotations per music excerpt. By analysing the data provided by
Google analytics, we’ve established that the average time to complete the survey
was 8.27 minutes, thus we reached our goal of a less than 10 minute long survey.

We intend to make the entire dataset available to the public, including mu-
sical excerpts, the data on users’ emotional states, their placement of emotions
within the valence/arousal space, their perceived and induced emotional re-
sponses to music and their perception of color in relation to emotions and music.

2 http://www.jamendo.com
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This will open new possibilities for evaluating and re-evaluating mood estimation
and music recommendation approaches on a well annotated dataset, where the
ground truth lies in the statistically significant amount of responses per song,
rather than relying on annotations of a small number of users.

Shortly, we will also publish an English version of the survey, where an ad-
ditional set of responses will be gathered. We also intend to enlarge the number
of music excerpts in the music dataset and provide it to the users who have
already participated in the study. Thus, we hope to further extend and diversify
the music collection.

The information collected during this research will possibly provide the basis
for the realization of the following research goals and future work:

– Previously introduced mood estimation algorithms can be evaluated by weight-
ing the correctness of their predictions with the distribution of perceived-
emotion responses for a music excerpt. A new mood estimation algorithm
will be developed, building upon the newly obtained data.

– We will explore the modelling of relations between music and the correspond-
ing colors chosen by users in the survey. Results may be useful for music vi-
sualization, provided that correlations between audio and visual perception
will be consistent enough.

– A user interface for music recommendation will be developed, presenting
recommendations in a visual manner, possibly raising the user satisfaction
by reducing the textual information needed to be presented to the user.
The interface will include personal characteristics and their variability in
the decision model.

– The dataset can also be used in several other domains. Responses that link
color and mood perception based on the user’s emotional state can be used
independently.
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Abstract. The aim of this study was to investigate the use and poten-
tial of the psychological theory of human-behavior modeling, called the
Theory of Planned Behavior (TPB), in a user-modeling domain. We per-
formed a user experiment involving a well-studied problem of user mod-
eling, i.e., a recommender system (RS) for movies. As a part of the TPB,
a survey to estimate the behavioral, normative and control beliefs regard-
ing movie selection was designed. Using the participants’ responses an
Ajzen model for movie genres was built and evaluated. An existing pub-
lic dataset for context-aware movie recommendation, CoMoDa, was used
to evaluate the proposed method. The results showed that the TPB ap-
proach led to an interesting explanation of movie genre selection. Among
others, the potential applications of the TPB in recommender systems
and the architecture of such a RS were addressed. Questions about the
potential applications of the TPB in the user-modeling domain and its
limitations and drawbacks were discussed.

Keywords: Theory of planned behavior, Behavior interpretation, Rec-
ommender system

1 Introduction

User-modeling and user-adaptation techniques have received much attention in
recent decades as a way to tackle the problem of human-computer interaction
across a broad range of communication services. Recommender systems, as an
element of this user modeling, are today a part of most services that involve
content or service selection made by end users. Many user-adaptation tasks can
be seen as a problem of the effective recommendation of a predefined set of
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entities. Several different directions of algorithm are under development due to
the fact that effective user adaptation is very much dependent on the domain
of recommendations. However, several drawbacks of the existing user-modeling
techniques are only partially solved, such as the problem of intrusive end-user
data acquisition, end-user privacy protection, the problem of diversity of the RS,
etc.

Human-behavior modeling has been an intensive research field in psychology
for several decades. The Theory of Planned Behavior [1] is particularly appealing
in user modeling and adaptation for several reasons. First, the behavior model is
relatively easily interpreted in several domains in such a way that the available
domain knowledge can be utilized. Second, the procedure of building the Ajzen
model for a given domain is a well-defined procedure (we present it in Sec. 2).
Third, the prediction model is not predefined but can be selected according
to the domain knowledge. Fourth, there are a large number of modeling cases
providing rich past experiences resulting in effective modeling guidelines.

We present the procedure for Ajzen model building, including how to select
predefined behaviors and demonstrate the model on a dataset of real users. We
discuss the potential of this type of psychological modeling of human behavior
in user-adaptation procedures. The discussion also addresses the constraints and
issues of further development with regard to the implementation of the TPB into
the RS.

1.1 Related work

The usual reasoning in RS procedures is to build the model of a user u according
to his/her past treatment of the domain items h. These items are multimedia-
content items, tourist destinations, selected food, etc. No underlying mechanisms
that govern the user’s interaction with the system are normally taken into ac-
count. For example, the Netflix prize-winning algorithm Matrix Factorization
(MF) has no model of users or items that is based on the users or item features
(metadata).

Recommender systems The main goal of RSs is to predict ratings for items
that the user has not yet consumed. Based on these predicted ratings, suitable
items (those with high predicted ratings) are selected and provided as the rec-
ommendations.

Content-based (CB) recommender systems [18] analyze the items’ descrip-
tions in order to learn the user’s preference for specific types of items. The
prediction of the unseen item is based on ratings for similar items provided
by the same user. In Collaborative Filtering (CF) strategies the prediction of
the unseen item is based on the opinion of users with similar tastes [20]. This
approach ignores the items’ metadata, so cross-domain recommendations are
possible (e.g., books, movies, music, etc.) by employing cross-domain techniques
[11]. After the Netflix prize competition [7], Matrix Factorization has become a
popular CF technique [14]. However, according to [5], for the user whose tastes
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are unusual compared to the population, the similarity compared to other users
will be poor, which will result in poor recommendations for such a user.

This kind of model construction has a number of constraints. One way to
address these issues is to gain additional knowledge with regard to the underlying
mechanisms of the user’s interaction with the system. One such model is the
Lazy User Theory [21]. Here the authors developed a theory that the user will
most often choose the solution that will fulfill his/her information needs with
the least effort. Such an assumption allows us to explain selection factors using
multivariate statistics, but it also assumes that a user has a clearly defined
goal while seeking information. However, it seems that this simple and strong
hypothesis is not valid in many situations of a user’s interaction with information
systems due to the fact that modern users employ these systems with no specific
goal. A different theory, i.e., TPB, seems more promising in this context. The
theory and the rationale for applying it in the RS context are provided below.

Theory of Planned Behavior (TPB) The pioneering work on the Theory of
Planned Behavior was carried out by Icek Ajzen [2], and so the model suggested
by the TPB is usually called the Ajzen model.

The Ajzen model was introduced as a complete model for explaining human
behavior and is based on a large number of behavior studies. According to the
TPB, human behaviors are influenced by attitudes towards their behavior, by
subjective norms regarding their behavior, and perceived behavior control [2].
The structure of TPB is depicted at Fig. 1 where the aggregated model is pre-
sented. Behavior is domain specific; in this study we selected the behavior as the
selection of a movie with a given genre. Attitudes are beliefs that one person has
about the outcomes of the behavior (seeing the selected movie) and are divided
into cognitive, emotional and behavioral. Subjective norms are related to beliefs
about the expectations of others and the wish to comply with them. Behavior
control relates to the ability one has to perform the preselected behavior and
this directly affects the decision about the behavior.

There are several areas where human decision making is of key importance
and which are exhaustively studied using TPB models, such as outdoor recre-
ation activities [8], decisions related to high-school studies [9], public-transport
habits [6], health-related behavior [4], consumer attitudes and behavior [3], em-
ployers’ hiring intentions [12], job satisfAction [13], adoption of wireless-sensor-
network services in households [17], factors influencing the intention to watch
online-video advertising [16] and mobile-phone usage while driving a car [22].

The common goal of these studies is not only to be able to predict human
decisions but also to understand the underlying mechanism of these decisions.
These explanations are then used to create a new theory or to modify existing
ones in order to provide further insights into the targeted domain.

1.2 Problem statement

The goal of this paper is to provide a rationale for using the Theory of Planned
Behavior (TPB) in user-modeling applications. We present the background of
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the TPB and outline the procedures for the acquisition of the TPB parameters.
As a proof-of-concept we present the results of an experiment where we used
the TPB model in a recommender system for movies. Since the creating of a
final version of the effective and valid questionnaire is beyond the scope of this
preliminary work, conclusions from the model are only partially valid. The TPB
was meant to model planned behaviour and was, to our knowledge not yet used
in predicting movie preferences. We address a new account in using psychological
driven theory in user modeling. The present paper is an attempt to gain initial
evaluation of such an approach.

2 The procedure of model building

We list below a procedure for TPB model building to collect the most relevant
guidelines and potential errors for the UM community.

1. Define a set of behaviors. This is the most important step in the whole
modeling task. Prior to it the reason why we apply the TPB must be clar-
ified. In this paper’s given example the reason was to further understand
the mechanisms of movie genre selection. We therefore assume that movie
genre selection is influenced by cognitive, emotional and behavioral control,
and by social norms. So we can expect that understanding the reasons for
these variabilities would provide the insight that we can utilize to improve
the accuracy of the user model in the movie recommender. The behaviors
are required to be discriminable with reasonable user data. The behavior
definition should rely on an end-user data analysis and on the clear goal of
the modeling itself.

2. TPB questionnaire construction. The next step is to design a questionnaire
for the end users in order to estimate the parameters of the model. It must
meet the requirements set by the TPB. We group them into three groups
with respect to: behavioral beliefs (about the consequences of the behav-
ior), normative beliefs (about the expectations of others) and control beliefs
(about factors that affect the performance of the behavior). Therefore, this
construction requires an in-depth domain knowledge of the selected behav-
iors. The basis of all the questions is the defined behaviors (see step 1.). The
next issue addressed is the specification of the end-user population. Five to
six questions are then formulated to assess each of the constructs (attitude,
norms, control and intention).

3. Select and build the prediction model. According to the constructed ques-
tionnaire and the set of predefined behaviors, a prediction model is selected.
First, the criteria variable indicating the true behavior is constructed. In
our example of movie-genre selection, for the first criteria the variable is
computed from the previous movie selection of the targeted end users (see
Sub. 3.3). For the second model, the criteria variable is simply the genre
indicator of the most likely selected genre by this end user. Next, the model
itself is selected. Typically, the first option considered is a multivariate lin-
ear regression model (MVR), if the predictor and criteria variables fit the
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requirements. Other options include linear discriminant analysis (LDA), the
logit regression model, canonical regression, structural equation modeling,
etc. In general, there is no limitation from the TPB imposed on the model
selection. However, the explanation power of the selected model also mat-
ters, since the interpretation of the fitted model may provide useful hints for
a further improvement of the user-adaptation procedure.

4. Interpret the model. The interpretation of the models is based on a standard
interpretation of selected models. For instance, the linear-regression model
is interpreted according to the sign and the magnitude of the estimated
normalized model coefficients, etc.

3 Materials and Methods

3.1 Participants

In our experiment we had 28 subjects, aged between 17 and 38 years old (18
males and 10 females). Each of the subjects filled in a TPB questionnaire using
GDrive forms. The users were selected from contributors of the movie ratings in
the contextual movie dataset CoMoDa [15].

3.2 Instruments

The constructed TPB questionnaire consists of 49 questions related to beliefs
regarding movie selection and consumption according to the TPB and is available
on-line. The filling time was 10 to 12 minutes. Most of the answers were 5-level
Likert scales, i.e., Not important 1 - 5 Important (17), Not really 1 - 5 Very
much (15), Never 1 - 5 Very often (2), ratings 1 - 5 (3) and enter nonegative
number (7). One question was No - Yes, one question was predefined genre
selection and some required a free-text answer (3). The questionnaire is available
at www.ldos.si/ComodaTPBv01.html.

3.3 Construction of criteria

We describe the ground-truth user behavior (see Fig. 1) with two criteria vari-
ables determined from the user’s known previous movie selections and ratings
that they provided for the CoMoDa dataset [15]. Each of the rated movies in
the dataset has three genres assigned to it. The first criteria variable is the genre
scores denoted by gS(u, g) where u is the user and g ∈ {Drama,Action,Comedy}
is the movie genre. It is defined as a ratio between the number of movies selected
having the genre g and the number of all the genre (movie) selections. For ex-
ample, if a user u has rated 45 Drama movies and provides 91 ratings for the
database, we have gS(u,Drama) = 45/(3·91) = 0.165, since every movie selection
means a selection of three genres.

The next criteria variable we introduce is genre membership gC(u), where
u is the user. The indexes of the genres (also the behaviors in our case) are

EMPIRE 2014 (Edited by M. Tkalcic, B. De Carolis, M. de Gemmis,
A. Odic, and A. Košir)
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IdDrama = 1, IdAction = 2 and IdComedy = 3. gC(u) is defined as the index of the
user preferred genre for which the user’s expected rating is the highest. These
expected scores are computed from the user’s previous genre ratings. Here we
assume that the user has rated mostly movies with the genres that he/she prefers
since the ratings in the dataset are collected for movies that the user chose to
see, and not based on our recommendation. For example, if a user u has rated
45 Drama movies and his/her average rating for these movies is 3.82, while the
average ratings for Action and Comedy are lower, we set gC(u) = IdDrama = 1.

3.4 Construction of predictor variables

To allow the explanation of the contributions of the three beliefs (behavioral,
normative and control, see Subsec. 1.1 and Fig. 1) of the TPB we decided on
the hierarchical model. As depicted in Fig. 1, we fit the following models:

1. Each of the three beliefs is regressed to a score showing the contribution of
each of the beliefs to the selection of behavior (movie with a given genre).
The criteria variable used is gS and this yields nine models. In these models
the predictor variables are the answers to questions assigned to the modeled
belief;

2. Aggregated model: the prediction of the scores for each of the three beliefs
obtained (in the previous step) are used as predictor variables to model
the selected behavior. We introduce the aggregated model in order to es-
timate the relative effect of each of the three sub-models to the analyzed
behavior. This is required when the next version of the TPB questionnaire
is constructed (balancing among the end user effort when answering the
questionnaire).

The regression model we selected depends on the criteria variables used. For
genre scores gS we selected multiple linear regression (MVR) as the first choice
for linear continuous variable prediction model, and for genre membership we
used linear discriminant analysis as an optimal linear classifier.

Factors that affect the decision for each of selected genres may vary (e.g. for
selecting drama the main actor may be important, while for selecting actions
the movie director may be important). Hence, we decided to use multivariate
models with different slopes, (i.e. different regression coefficients for each of the
selected behaviors), which yields the triple (sD, sA, sC) computed by inserting
the users’ answers into the MVR models for the genres Drama, Action and
Comedy, respectively.

4 Results

For each of the six models that we fitted and tested (three models from at-
tributes, one from norms and control, and the top level aggregate model) we
fitted the MVR model (resulting in the model coefficients βk and the proportion
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of the explained variances R2) and we performed the linear discriminant analy-
sis (resulting in the discriminant weights wk and the separability s in terms of
the Fisher discriminant analysis [19]). We do not report the results for all six
models, but only for the cognitive attributes (selected for demonstrating how to
interpret the results) and for the aggregate model which summarizes the whole
TPB model. Since this is the initial version of the TPB questionnaire, the analy-
sis of within-questionnaire correlations needs to be performed. We list maximal
and typical correlations showing that our questionnaire needs to be upgraded to
assure the required low level of correlations, see also 4.3.

4.1 Selected sub-model: the cognitive dimension of attitudes

This sub-model explains the role and contribution of the user’s answers to eight
questions Q1 − Q8 regarding the cognitive dimension of attitudes (i.e. the se-
lection of a movie of one of the selected genres). In Fig. 1, which depicts the
aggregated model, this sub-model is located on the top of the three sub-models
explaining the user’s cognitive dimension of attributes.

The proportion of the explained variance for the cognitive dimension of at-
titudes is R2 = 0.48. This high value allows us to interpret the beta coefficients
of the model and determine the relative importance of the cognitive attitude in
the overall mode as discussed in Subsec. 4.2.

The normalized MVR model coefficients are listed at Tab. 1. The maximal
correlation between answers in a cognitive attitude group of question is r = 0.49,
typical ones are r ∼ 0.1. The coefficient β0 represents the offset of the resulting
model, while the coefficients βk, 1 ≤ k ≤ 8 correspond to the questions Qk.
The significant β coefficients at risk level α = 0.05 are marked with ∗. We

Genre β0 β1 β2 β3 β4 β5 β6 β7 β8

Drama 0.32 0.02 -0.03 -0.01 -0.02 0.01 0.00 -0.01 0.00

Action 3.43 0.09 -0.11∗ 0.10∗ 0.05 -0.08 0.13∗ -0.02 -0.02

Comedy 3.69 0.48∗ -0.34∗ 0.05 0.07 -0.04 -0.12∗ -0.11∗ 0.06
Table 1. MVR coefficients of the cognitive dimension of the attitudes predictors,
R2 = 0.48.

observe that none of the coefficient that model the genre Drama is significant
and therefore no conclusion can be made here. This is most probably due to the
relatively low sample size used to fit the model. Regarding the genre Action, the
coefficients representing Q2 =How important for you is the story in the movie?,
Q3 =How important for you is the movie’s genre? and Q6 =How important for
you are the special effects? are significant. Since β2 is negative, the users that do
not care much about the story of the movie are more likely to select the Drama
genre. The positive coefficients β3 and β6 show that the users that cared about
the genre and the special effects are more likely to select the Drama genre.

In the same way we interpret the selection of Comedy movies. The large pos-
itive coefficient β1 = 0.48 representing Q1 =How important for you is the main
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actor of the movie? indicates that the main actor is the most important factor
in selecting the Comedy genre, while the coefficient β2 representing Q1 =How
important for you is the story in the movie? indicates that the story has very
little relevance in selecting the Comedy genre. The coefficients β6 = −0.12 and
β7 representing the questions Q6 =How important for you are the special effects?
and Q7 =How important is an attractive trailer?, respectively, indicate the low
relevance of the special effects and of the trailer in the selection of the Comedy
genre.

We analyzed the separability of the genre selection behaviors by LDA. The
Fisher separability of the cognitive dimension of attitudes is s = 0.81 which
means a moderate separability. The LDA coefficients separating the given pairs
of genres are listed in Tab. 2. The significant coefficients at the risk level α = 0.05
are labeled by ∗. A significant contribution to the separation of the genres Drama
and Action are obtained from Q3 and Q6 etc.

Genre pair w1 w2 w3 w4 w5 w6 w7 w8

Drama/Action -0.87 -0.82 -3.26∗ -0.66 -0.42 -3.54∗ 1.68 -0.01

Drama/Comedy -5.67∗ -0.49 0.94 0.09 -1.48 -1.23 1.19 -1.56

Action/Comedy -4.80∗ 0.32 4.19∗ 0.75 -1.07 2.31 -0.49 -1.55
Table 2. Linear discriminant coefficients of the cognitive dimension of attitudes pre-
dictors.

To summarize the interpretation, the questions and underlying decision fac-
tors that are relevant in both models (MVR and LDA) are regarded as the
most important. These are the Q1, Q3 and Q6 factors. The question Q1 is the
most important one since it is involved in the discriminant function with highest
magnitudes.

4.2 Aggregated TPB model

We computed the scores predicted by each of the beliefs, norm and control
models and used them as a stand-alone predictors for the three behaviors to
build a hierarchical model. Each of the underlying models contributed three
scores, one for each of the behaviors. The obtained aggregated model achieves a
large proportion of explained variance R2 = 0.89 and a good Fisher separability
value of 1.008. The aggregated model with R2 of the sub-models are depicted in
Table 3.

We do not list and interpret the coefficients of MVR and LDA for the ag-
gregated model here. We summarize the whole model by a list of the explained
variances and Fisher separabilities in Tab. 3. All the listed R2 values includ-
ing the aggregated R2 = 0.89 are statistically significant and they indicate the
relative weight of each sub-model in the movie selection of the genre. Behavior
control contributed the least and the cognitive aspect of attributes contributed
the most to the whole model. Note that for the sake of simplicity we did not
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Behavior control 

Intention Behavior 

Attitude: cognitive 
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0.46 
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0.37 

Fig. 1. Aggregated model of genre selection, R2 = 0.89.

regress behavior intentions but directly the behaviors themselves. The models
allows to regress the intentions but this it is beyond the scope of this paper. The
listed R2 was estimated simply by direct estimation of the aggregated model’s
R2.

Attr: cog. Attr: emot. Attr: behav. Norms Cont.

R2 0.49 0.46 0.37 0.28 0.26

Separability 0.81 1.03 0.60 0.44 0.50

Table 3. Proportion of the Explained variance R2 and Fisher separability for the
aggregated model.

4.3 The correlation structure of the questionnaire

In Subsec. 4.1 we listed maximal correlation among end user’s answers regarding
cognitive attitude. The value is much to high to allow the stable interpretation
of estimated TPB model weights (betas). The same is true for the correlations
of other groups of questions (emotion attitude maximal corr. r = 0.69, behavior
attitude maximal corr. r = 0.81, subjective norm maximal corr. r = 0.65 and
behavior control maximal corr. r = 0.69).

On the other hand, the majority of these correlations are relatively low. The
factor analysis applied separately to each three groups of questions (attitude,
norms, controls) revealed a simple structure allowing us to remove a small num-
ber of highly correlated questions while preserving the assumed aspects of end
users behavior. Due to the space limitations, we do not list factor matrices here.
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5 Discussion

The main goal of this paper was to introduce the Theory of Planned Behav-
ior into user modeling. Below we discuss the most relevant issues regarding
the advantages, limitations, and further development of the RS backed with
psychology-based research.

What are the benefits of implementing the TPB in user modeling?
One of the main reasons for the application of the TPB in a given domain is to
further extend the understanding of underlying mechanisms that govern the way
that users make their decisions. In the field of user modeling, this understanding
relates to two aspects. The first one is understanding user adaptation as a whole
(for example, what are the relevant factors in movie-item selection) and can be
summarized from the results of the prediction model fitting. The second one is
about the individual user’s mechanism (what are the individual factors in these
selections for a given user) and we explain it from the individual user’s responses
to the survey questions, together with the model-fitting results.

The explanation of the TPB model is very dependent on the selected pre-
diction model (MVR in our case). This means that models with little or no
explanation power (black boxes) are of less interest in a TPB.

When the TPB is applicable? For statistical and machine-learning reasons,
the first requirement for the successful application of the TPB is that the prede-
fined behaviors are separable by the selected model. In our case, genres that are
not separable by the user’s attributes, norms and beliefs cannot be well modeled
and the fitted model would provide misleading results.

The separability of modeled behaviors also limits the number of these behav-
iors. It is clear that in practice several hundreds or thousands of behaviors cannot
be separable (the user data acquisition would not tolerate it in the first place).
This leads to an important limitation of the TPB in user modeling, meaning
that the treatment of individual items cannot be defined as a behavior, but that
these items must be grouped in a smaller number of groups or the definition of
behaviors is based on a completely different aspect of user adaptation.

What are the options for integrating TPB models into a RS? The
role and integration of the TPB into a user-adaptation procedure is mainly
determined by the definition of behaviors. As already indicated, user Actions
related to individual content items as behaviors are not a good choice.

What are the concerns of TPB user data acquisition? The theory and
practice of the TPB shows that the surveys required to fit the TPB model
accurately enough are relatively long and they also demand a considerable effort
from the respondent (end user) to provide relevant answers. In the context of
user modeling, this means that the user-data acquisition is relatively intrusive.
On the other hand, since the user’s attributes, norms and beliefs are changing
very slowly with time, it is sufficient for the user to complete the survey only
once a year. However, the sampling period may vary significantly according to
the domain and also according to an individual user’s practice. In our example,
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attributes, norms and beliefs toward movie-genre selection may change faster for
those users who see more movies in a given amount of time.

Does the TPB allow cross-domain user modeling? The cross-domain of
user-adaptation techniques is of great interest. The question is can TPB models,
in particular the Ajzen model, ensure cross-domain capabilities in terms that
the attributes, norms and beliefs of the end user estimated in one domain (for
example, movie selection) are at least in part valid for the other domain (for
example, tourist-destination selection). Unfortunately, in general the answer is
no. The reason for this is simply the fact that the survey used to estimate these
attributes, norms and beliefs must be very specifically related to the domain of
behaviors. For instance, the relevance of certain factors is asked for movies or for
tourist destinations and not about some general user opinion common to both
domains. However, the research on life-styles [10] indicates that there are strong
relations among human behaviors in different domains.

What are benefits of using the TPB as user modeling technique? After
the above listed considerations one could argue what are the benefits of the
introduction of TPB that are not available from advanced statistics and machine
learning algorithms. We see the following benefits of TPB in user modeling
domain:

1. Explanation of the underlying mechanisms. A deeper understanding of the
processes accompanying user adaptation usually leads to more effective adap-
tation procedures, more appropriate evaluation measures and procedures, and
fresh ideas about how to implement the user-adaptation results for end users;

2. Guidelines for survey-question formulations. According to the previous
point reasoning, the TPB further provides explicit guidelines for user-data-
acquisition survey construction. It is important to note that there is a large
number of data-driven studies in several domains that support the theory of the
TPB and the description of behavioral, normative and control beliefs. This al-
lows us to construct more effective surveys, resulting in more accurate user data
at the same level of intrusion;

3. Study of cross-domain user adaptation. Cross-domain user adaptation is
one way to reduce the intrusion of user-data acquisition and to design more
effective user-adaptation techniques. As already indicated, no cross-domain of
the estimated beliefs in the TPB is guaranteed. However, the studies related to
life-styles shows the potential to link the correlated user-behavior patterns in a
way that allows us to make conclusions about end-user beliefs from the original
to the correlated domain. This is related to our future work plans.

6 Conclusion and further work

The work presented in this paper aims at establishing the relevance of the psy-
chological human-decision modeling Theory of Planned Behavior (TPB) into the
field of user modeling. The study contributes to the models that are applicable
in user modeling, in particular to the explanation of these models.
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Our results show that the application of the TPB in the area of recommender
systems allows a further insight into the underlying process of the user’s decision
making, i.e., into factors that affect these decisions. These insights can be used to
address several issues, such as effective user-data acquisition, understanding and
mitigating the reasons for unacceptable recommendations, etc. As an important
part of this research performed by an interdisciplinary team, including engineers,
mathematicians, and psychologists, are the guidelines for the future applications
of the TPB in different areas of user modeling. They include behavior selection,
user-questionnaire construction, criteria variable construction, regression-model
selection and fitting, and an explanation of the obtained results.

Despite the limitations of the proposed modeling, our study showed that
such modeling improves our understanding of the user-adaptation process. It is
not meant as a replacement for the existing user-modeling models (for example,
Matrix Factorization in movie recommendations) but as a predictor of end-user
behaviors that affects the whole process. Such behaviors influence the selection of
the device he/she uses to consume the recommended service, etc. Furthermore,
in the discussion section we addressed several issues relevant for the application
of the TPB in the user-modeling domain.

The obvious further work is the application of the upgraded TPB question-
naire, confirming its validity and reporting the TPB model results in terms of
the explanation of why users selects movie genres as they do. In this way, we
allow the next development steps as indicated in the discussion.
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Abstract. This position paper describes the initial research assump-
tions to improve music recommendations by including personality and
emotional states. By including these psychological factors, we believe
that the accuracy of the recommendation can be enhanced. We will give
attention to how people use music to regulate their emotional states, and
how this regulation is related to their personality. Furthermore, we will
focus on how to acquire data from social media (i.e., microblogging sites
such as Twitter) to predict the current emotional state of users. Finally,
we will discuss how we plan to connect the correct emotionally laden
music pieces to support the emotion regulation style of users.

Keywords: Music recommender systems, personality, emotional states,
emotion regulation

1 Introduction

Research on recommender systems have shown increased interest to incorporate
psychological aspects. Especially the relationship between personality and user
preferences has gained a lot of attention. For example, knowledge about the in-
fluence of personality traits on music taste [25], and diversity in item recommen-
dations [39] have been exploited to improve the user tailored recommendation.
As personality is defined as the individual differences in enduring emotional,
interpersonal, experiential, attitudinal and motivational styles [12, 17], one can
expect to be able to infer much more based on personality traits to improve the
recommendation.

The goal of this project is to improve music recommendations by incorpo-
rating additional psychological factors. More specifically, we focus on emotional
states and their relationship with personality to infer music taste and prefer-
ences. By knowing the user’s current emotional state, a system can anticipate
its recommendation with an emotionally laden song that is in line with the user’s
style of emotion regulation (e.g., changing or maintaining their emotional state).

In the following sections we give a brief introduction about what is known
about personality and emotional states, and work towards how we are planning
to use it to improve recommendations.
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2 EMPIRE 2014 workshop

2 Personality

Personality has shown to be an enduring factor that influences an individual’s
behavior [13], interest, and tastes [14, 25]. As personality plays such a prominent
role in shaping human preferences, one can expect similar patterns (i.e., behavior,
interest, and tastes) to emerge between similar personality traits [2].

Different models have been created to categorize personality, where the five-
factor model (FFM) is most well known and widely used [17]. The FFM consists
of five general dimensions that describe personality. Each of the five dimensions
consist clusters of correlated primary factors. Table 1 shows the general dimen-
sions with the corresponding primary factors.

General dimensions Primary factors

Openness artistic, curious, imaginative, insightful, original, wide interest
Conscientiousness efficient, organized, planful, reliable, responsible, thorough
Extraversion active, assertive, energetic, enthusiastic, outgoing, talkative
Agreeableness appreciative, forgiving, generous, kind, sympathetic, trusting
Neuroticism anxious, self-pitying, tense, touchy, unstable, worrying

Table 1. Five-factor model

There is an emerging interest in how personality relates to user preferences in
different domains. This provide valuable information for the development of do-
main specific recommender systems. Knowing someone’s personality can help to
infer their preferences [23–25], and can therefore contribute to a more accurate
recommendation. For example, music preferences were found to be correlated
with personality traits [25]. Rentfrow and Gosling [25] categorized music pieces
into 4 music-preference dimensions (reflective and complex, intense and rebel-
lious, upbeat and conventional, and energetic and rhythmic), and found corre-
lations with the FFM general dimensions, such as, a relation between energetic
and rhythmic music and extraversion and agreeableness.

The prediction of personality parameters is starting to establish by either
using implicit acquisition (e.g., personality prediction by extracting data from
social media [8, 16, 22]), or explicit acquisition by letting users answering a per-
sonality quiz [10]. Although the implicit method is unobtrusive, accuracy is com-
promised as it dependents on the quality of the source (e.g., frequency of express-
ing on social media). On the other hand, the explicit method is more accurate,
but intrusive and time consuming.

3 Emotional States

We can find emotions in every facet of our life, such as during: decision making,
objective and subjective thinking, creativity. To categorize the emotional states
we experience, Ekman [5] defined six basic emotional states in which we can
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categorize experienced emotion: anger, disgust, fear, happiness, sadness, and
surprise. Others on the other hand believe that emotions are a mix of dimensions
of emotional states [35].

To deal with our emotional states throughout the day, we adapt different
strategies. Parkinson and Totterdell [21] defined 162 different strategies (e.g.,
exercising, music listening, taking a bath). Especially listening to music plays an
important role. Research has found that music is the second most strategy used
[36, 7]. It can change, create, maintain, or enhance emotions [3]. This suggest
that music can play an important supportive role when people dealing with
their emotions in daily life.

Just as with personality, there is also an implicit (e.g., blog text) and an
explicit way to detect emotion with the same drawbacks. Although the implicit
detection has advanced, it goes without saying that automatic capturing of online
emotional states remain challenging. As Scherer [28] noted ”The inherent fuzzi-
ness and the constant evolution of language categories as well as inter-language,
inter-cultural, and inter-individual differences make it difficult to define central
working concepts”.

4 Personality & Emotional States

How we regulate our emotions have been investigated with relation to our per-
sonality. Of particular interest are the neuroticism and extraversion dimensions.
These dimensions are associated with experiencing negative and positive affect
consistently. For example, Tamir [32] found that people scoring high on the neu-
roticism dimension tend to increase their level of worry. Similarly, people who
score low on the extraversion dimension tend to be less motivated to increase
their happiness [33].

While most studies are focusing on personality traits in relation to emotion
regulation, there is a small area that argues that the emotion regulation style
can be explained by one’s implicit theory of emotion. In other words whether
someone beliefs that emotions are fixed (entity theorist), or more malleable (in-
cremental theorist). Entity theorists experience more negative emotions, that
is, less favorable emotion experiences, lower well-being, greater depression, more
loneliness, and poorer social adjustments compared to incremental theorists [34].

Music has the ability to induce intense emotions (positive and negative) [40].
Some studies have investigated how, and whether the emotion that consist in
music is used by people in their emotion regulation. Thoma et al. [38] categorized
different music pieces on valence and arousal, and found that different pieces were
preferred depending on the emotionally laden situation. Similarly, Van Goethem
and Sloboda [7] found that people use music to support their regulation strategy.
For example, music is used to help to distract from the affect or situation, or
can help to think about it in a rational way. Despite findings on an individual
level (i.e., personality) and how music is used as a regulation strategy, there is
still a gap in connecting these two. That is, it is still unknown how music is used
to regulate emotions on an individual level.
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5 How to improve recommendations?

As music plays a role in emotion regulation of people, and the way how people
regulate their emotions seem to be dependent on their personality (or their
implicit theories of emotion), the music that people use to support their emotion
regulation may also be dependent on their personality.

Whereas personality is usually used to alleviate the cold-start problem in
recommender systems (i.e., new users and sparse data sets) [11], or to determine
the amount of diversity in the recommendation [39], including emotional states
can help to improve music recommendations on the fly. Currently, music rec-
ommender systems anticipate their subsequent recommendations on the music
that the user currently listens to. The recommendation is based on similarity
by comparing what others with similar taste have listened before (collabora-
tive filtering), or by matching properties (e.g., genre, artist) of the music pieces
(content-based filtering). This can result in that recommendations given may fit
the user’s taste, but may not match the user’s actual needs at that moment.
For example, the systems knows that a user likes Beyoncé. Beyoncé has a range
of different emotionally laden songs from up-tempo to ballads. By knowing the
user’s emotion at a specific moment, the recommender system can anticipate
and propose a piece of emotion-laden music that lies within the taste of the user
that can support the regulation of the experienced emotion.

5.1 A Scenario

Anna is a 22 year old student. When she listens to music, she often makes use
of an online radio. This online radio knows Anna’s taste so it can anticipate on
the next song to play for Anna. Besides knowing Anna’s taste, the system knows
that Anna is a little bit neurotic.

On one day Anna is at home, listening to an up-tempo song of Beyoncé.
The next song that the radio put in the cue is another up-tempo song, but this
time by Katy Perry. Suddenly Anna receives some bad news that makes her sad.
She post her feelings on Twitter. The radio system notices this and based on her
personality (neuroticsm), it adjust the song in the cue. Instead of playing an up-
tempo song, it replaces it with a sad song of Katy Perry. By knowing how Anna
likes to regulate her emotions, the system can anticipate the play-list accordingly.

6 Proposal

In the following sections we discuss the initial ideas that we have to improve
recommender systems by incorporating the user’s personality and current emo-
tional state. We start with describing how we plan to investigate the relationship
between personality and emotion regulation through music. After that we dis-
cuss the methods for the personality and emotion acquisition from social media,
and finally we discuss how we plan to find the emotionally laden songs. For
the incorporation of emotion and personality, we assume that system already
initiated the user’s music taste.

EMPIRE 2014 (Edited by M. Tkalcic, B. De Carolis, M. de Gemmis,
A. Odic, and A. Košir)
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6.1 Step 1: User Study

The first step would be to investigate how people prefer to regulate their emotions
and the relationship with their personality. For example, people scoring high on
neuroticism tend to increase their level of worry [32]. Therefore, they may not
want to listen to music that tries to change their worry state, but want music
that is in line with that state instead.

Although there is much research done on the inducing effect of emotional
laden music [4, 27], not much is known about how people use music to regulate
their emotions. We plan to conduct a online user study using participants on
Amazon Mechanical Turk. In this user study we will use the set of film clips (see
Figure 1 for the experiment work flow), developed by Hewig et al. [9] to induce
one of the basic emotional states. Presenting film clips is one of the methods
that is frequently used to induce emotions in psychological experiments. For the
user study, we will assign participants randomly to a emotionally laden film clip
(anger, disgust, fear, happiness, sadness, or neutral). After showing participants
the film clip, we will ask as a control the emotion the film clip induced. In the
next step we will present different emotionally laden music fragments (anger,
fear, happiness, sadness, and tenderness) and ask participants the likelihood
that they would listen to such music when being in the just induced emotional
state. The music fragments we will use are categorized by Eerola and Vuoskoski
[4] based on the basic emotions they bear. As a control question we will ask in
addition what kind of emotion the music pieces induce. To conclude we will ask
the FFM questions, implicit theory of emotions questions, and demographics
(i.e., age and gender). This will give us information about how music is used in
different emotional states and how this is related to personality traits.

Random
clip

Control
question

video clip

Emotionally
laden

music

Emotionally
laden

5 different
music pieces

Control
question

Likelihood
questions Questionnaires

Fig. 1. User study work flow

With the results of the aforementioned user study we will create a model
to predict the emotionally laden music pieces that users would like to listen to
when in a certain emotional state. A second user study will be carried out to
create the dataset for testing the model. The dataset will contain data about
their current emotional states of users and the emotional laden songs they want
to listen to. A 10-fold cross-validation method will be used for validation.

Once the model is created and verified, we will know how people prefer to
regulate their emotional states with music throughout the day, and how this is
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related to their personality. In the next step we will move toward the extraction
of personality and emotional states from social media.

6.2 Step 2: Personality & Emotional State Acquisition

We will use Twitter as our main source to extract the personality and emotional
state parameters from. Tweets are crawled by using the Twitter API. Further-
more, we will limit ourselves to tweets with English as the main language.

Personality Acquisition For the acquisition of personality we will work toward
an implicit detection of the parameters, i.e., without the need of a questionnaire.
Results of previous research of extracting personality parameters from tweets are
promising. Golbeck et al. [8] were able to predict personality parameters from
Twitter within 11%-18% of their actual value by looking at the content of users’
tweets. Other research done by Quercia et al. [22] were able to estimate per-
sonality parameters (RMSE below 0.88 on a [1, 5] scale) by only looking at the
users’ characteristics (e.g., listeners, popular, highly-read, and influential users).
We plan to explore the techniques used by prior research and possibly combining
them to improve predictions. Another direction that may be worth taking into
account would be to incorporate historical tweets that reflect listening behavior
of users. Rentfrow and Gosling [25] found relations between personality and mu-
sic genres. By looking at historical music tweets of users, we are able to extract
the genre of the song which in turn can provide us personality information.

Emotional State Acquisition Although we realize that emotional states are
not expressed constantly, we do believe that social media is a platform that is
increasingly used by users to express themselves. This includes emotional states
depicting personal (e.g., anger, frustrations) to global topics (e.g., politics, sport
events) [1, 37].

The acquisition of the emotional states from textual collections of user-
generated data on the web has been well established (for an overview of this
field see [20]). Results indicate that emotional indicators can be extracted ac-
curately. However, acquisition of these indicators from microblogging sites has
been done scarcely. Most of the studies focus on the polarity (positive, negative,
or neutral) [20] or try to include the magnitude of the emotion (mild and strong)
[30]. Only a few have tried to categorize microblogging text based on existing
emotional categorizations [1, 29].

One approach that we bear in mind that to build upon is the use of emotion
lexicons. These lexicons consist of terms related to an emotion. Several lexicons
have been created based on different emotion categorizations and have been
tested on tweets. Such as, Sintsova, Musat, and Pu [29] created a lexicon com-
patible with the Geneva Emotion Wheel categorization of emotions, Roberts et
al. [26] based their emotion lexicon on Ekman’s categorization, and Suttles, and
Ide [31] on Plutchik’s. Especially the work of Roberts et al. [26] would be suit-
able to build upon as the Ekman’s categorization is on the basis of our work. We
will be able to complement the predictability of emotions by including metadata
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that have shown to consist of emotional indicators, for example, hashtags [18,
19], traditional emoticons [6], and emoji [26].

6.3 Step 3: Emotion Classification of Songs

The user study (see §6.1) will give us insights in how emotionally laden songs are
used in the emotion regulation process. For the system to be able to anticipate
its recommendation, we need to find the right emotional annotated song.

The field of emotion classification in music is still evolving (see for an overview
[15]). Currently, different methods are used to annotate music pieces on their
emotion: direct human annotation (e.g., surveys, social tags, games), indirect
human annotation (e.g., web documents, social tag clouds, lyrics), or content-
based analysis (e.g., audio, images, video). As Kim et al. [15] noted ”Recognizing
musical mood remains a challenging problem primarily due to the inherent am-
biguities of human emotions.” To find the right emotionally laden song within a
collection in this project, we will initially turn to the tags provided by Last.FM
website. Last.FM currently provide songs with the tags happy, sad, angry, and
relaxed. Based on these tags we can make a first attempt to match emotionally
laden songs with the user’s way of regulating their emotional state.

7 Conclusion

By including the user’s current emotional state, we propose that music recom-
mendations can be improved. Our next efforts will be to investigate how people
regulate their emotions with music. That is, what kind of emotionally laden mu-
sic people are listening when being in a specific emotional state. Additionally, we
will investigate how emotion regulation with music is related to their personality.

For the acquisition of personality and emotion, we will focus on microblog-
ging sites. As social media generates a constant stream of communication, we
believe that microblogging sites as Twitter are suitable to extract personality
and emotional states of users. Although accurate results are achieved from tex-
tual collections of user-generated data on the web, analyzing microblogging sites
remains challenging. The amount of text is scarce as the text posted on Twitter
is limited to 140 characters. However, the ability to express oneself in a short
and fast way lend itself to post content more often. To extract personality and
emotional states from Twitter feeds we will initially trust on different existing
methods and combine them to improve predictability of the parameters.

With the findings of the aforementioned steps, we can start matching music
that fits the user’s way of emotion regulation. To find suitable music, we will
initially rely on the emotional tags that Last.FM provides.
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Abstract. User generated content on social media sites is a rich source
of information about latent variables of their users. Proper mining of this
content provides a shortcut to emotion and personality detection of users
without filling out questionnaires. This in turn increases the application
potential of personalized services that rely on the knowledge of such la-
tent variables. In this paper we contribute to this emerging domain by
studying the relation between emotions expressed in approximately 1
million Facebook (FB) status updates and the users’ age, gender and
personality. Additionally, we investigate the relations between emotion
expression and the time when the status updates were posted. In partic-
ular, we find that female users are more emotional in their status posts
than male users. In addition, we find a relation between age and sharing
of emotions. Older FB users share their feelings more often than young
users. In terms of seasons, people post about emotions less frequently
in summer. On the other hand, December is a time when people are
more likely to share their positive feelings with their friends. We also
examine the relation between users’ personality and their posts. We find
that users who have an open personality express their emotions more
frequently, while neurotic users are more reserved to share their feelings.

Keywords: Emotion detection, NRC lexicon, User modelling, Big Five
Personality model, Facebook, Social media, Time factor

1 Introduction

As more and more users are creating their own content on the web, there is a
growing application potential for personalization in human computer systems
such as personalized information access services, recommender systems, and tai-
lored advertisements. To provide personalization, a wide variety of user informa-
tion can be processed. Previous personalization research has focused on explicit
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user characteristics such as demographics, e.g., age, gender, location, or lan-
guage [1]. Implicit user behavior has also been used, but existing research and
applications focus mostly on users’ online activities such as clicking behavior,
web search history, mouse movement, or the amount of time that a user is looking
at a web page [2].

Social media websites provide a unique opportunity for personalized services
to use other aspects of user behavior. Besides users’ structured information con-
tained in their profiles, e.g., demographics, users produce large amounts of data
about themselves in variety of ways including textual (e.g., status updates, blog
posts, comments) or audiovisual content (e.g., uploaded photos and videos).
Many latent variables such as personalities, emotions and moods — which are
typically not explicitly given by users — can be extracted from user generated
content (see e.g. [6, 7]).

In this study, we examine the relationship between users’ emotions and other
characteristics on Facebook. Little work has been done that examines the rela-
tion between a user’s emotions and other characteristics in social media. In [3]
the authors extract emotions from Twitter posts and find correlations with ma-
jor events in politics and popular culture during a specific time frame, but they
focus on the public emotion as a whole and not on feelings or other character-
istics of individual users. We detect emotions from users’ status updates using
the NRC word-emotion lexicon [13], and determine the relation between users’
feelings and their demographics (age and gender) and personality. We also ex-
tract time features from the time stamp of the status updates to find the relation
between users’ emotions and time. To the best of our knowledge, no work has
been done to find the relations between different emotions and personality with
respect to time factors. In [14] the authors study the relation between emotions
and time, however their work is based on a questionnaire and not based on
social media content. In [12], the authors use SVM classifiers to predict person-
ality using emotion expression in text. For their experiments, they use essays
from psychology students, while in this work we focus on emotion expression in
Facebook status updates and its relation with users’ personality.

1.1 Personality and Emotions

Personality is a fundamental differentiating factor of human behavior. Research
in the psychology literature has led to a well established model for personality
recognition and description, called the Big Five Personality Model. Five traits
can be summarized in the following way [5]:

– Openness to experience (Openness) is related to imagination, creativity,
curiosity, tolerance, political liberalism, and appreciation for culture. People
scoring high on Openness like change, appreciate new and unusual ideas,
and have a good sense of aesthetics.

– Conscientiousness measures preference for an organized approach to life in
contrast to a spontaneous one. Conscientious people are more likely to be well
organized, reliable, and consistent. They enjoy planning, seek achievements,
and pursue long-term goals. Non-conscientious individuals are generally more
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easy-going, spontaneous, and creative. They tend to be more tolerant and
less bound by rules and plans.

– Extroversion measures a tendency to seek stimulation in the external
world, the company of others, and to express positive emotions. Extroverts
tend to be more outgoing, friendly, and socially active. They are usually
energetic and talkative; they do not mind being at the center of attention,
and make new friends more easily. Introverts are more likely to be solitary
or reserved and seek environments characterized by lower levels of external
stimulation.

– Agreeableness relates to a focus on maintaining positive social relations,
being friendly, compassionate, and cooperative. Agreeable people tend to
trust others and adapt to their needs. Disagreeable people are more focused
on themselves, less likely to compromise, and may be less gullible. They
also tend to be less bound by social expectations and conventions, and more
assertive.

– Emotional Stability (reversely referred to as Neuroticism) measures the
tendency to experience mood swings and emotions such as guilt, anger, anx-
iety, and depression. Emotionally unstable (neurotic) people are more likely
to experience stress and nervousness, while emotionally stable people (low
Neuroticism) tend to be calmer and self-confident.

Personality can affect the decision making process and has been shown to
be relevant in the selection of music, movies, TV programs and books. It has
been shown that personality affects preference for websites [10], language used
in online social media [17], choice of Facebook Likes [11], music taste [16], and
content such as movies, TV shows, and books [4].

In addition, it has been shown that users’ emotions can also be used to detect
users’ taste at any moment, e.g., sad users are more likely to prefer action movies
to watch [9]. Going yet one step further, personalized services can even have an
impact on users’ feelings. A nice example of this is that watching movies can
change users’ emotion, e.g., people feel joy when watching comedies or sadness
when watching a late night romantic movie [9].

An interesting difference between personality and emotion is that personality
is a stable characteristic and emotions are of short term duration. Emotion can
be a momental feeling with respect to an object, person, event, or situation. As
a consequence, people express a variety of different emotions over a period of
time which is not the case for users’ personality.

2 Material and Methods

2.1 Dataset

Our results are based on a data set from the myPersonality project [11]. MyPer-
sonality was a popular Facebook application introduced in 2007 in which users
took a standard Big Five Factor Model psychometric questionnaire [8] and gave
consent to record their responses and Facebook profile. The data set consists
of information about users’ demographics, friendship links, Facebook activities
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(e.g., number of group affiliations, page likes, education and work history), status
updates and Big Five Personality Scores. However, not all of this information is
available for all users. From this data, we produce a data set of 5,865 users for
which we have complete information about their age, gender, personality scores
and status updates. Table 1 provides details about the data set characteristics.

Table 1: (Table on the left) Characteristics of female and male users in the data set.
The entire data set contains 969,035 status updates written by 5,865 users. (Table on
the right) Score threshold and number of users for each personality trait. Note that
the same user can exhibit more than one personality trait at once.

Female Male

# users 3,446 2,419
Average age 26 25

# posts 625,921 343,114
Avg # posts/user 182 142
Min # posts/user 1 1
Max # posts/user 2,428 1,453

Personality Threshold # of users

Extroversion 3.60 2,971
Openness 3.80 3,284

Agreeableness 3.55 3,110
Conscientiousness 3.50 3,071

Neuroticism 2.80 2,631

The data set contains a personality score ranging from 1 to 5 for each user
and each personality trait. To facilitate further analysis, for each personality trait
we split the set of users into those that clearly exhibit the trait and those who
do not. To this end we use the same thresholds that were used in the WCPR13
data set.1 The score threshold and the number of users for each personality trait
is presented in Table 1. For instance, in the remainder of this paper, we call
a user an extrovert if his Extroversion score is at least 3.60; there are 2,971
such users in our data set. Note that such a binary split of users along the 5
personality dimensions is a fairly crude approach, and that a more fine grained
study that considers the sliding scale from Introversion to Extroversion could
provide further insights.

2.2 Emotion detection

To detect users’ emotions from their status updates, we use the NRC hash-
tag emotion lexicon [13]. This lexicon contains a 10-dimensional binary emotion
vector for 14,177 English words. The 10 dimensions or emotion categories are:
positive, negative, anger, anticipation, disgust, fear, joy, sadness, surprise, and
trust. In the NRC lexicon, positive and negative are actually referred to as sen-
timents instead of emotions, but in our study we use the terms emotions and
feelings loosely and interchangeably to refer to all 10 categories of the NRC
lexicon.

A word can convey several emotions at the same time. For instance, according
to the NRC lexicon, “happy” represents positive, anticipation, joy, and trust
emotions, while “birthday” represents positive, anticipation, joy, and surprise

1 http://mypersonality.org/wiki/doku.php?id=wcpr13
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emotions. In the remainder of this paper, we say that a status update conveys
an emotion if it contains at least one term from the lexicon that is associated
with that emotion. For example, the status update “thanks to everyone who
wished me a happy birthday today” conveys positive, anticipation, joy, trust, and
surprise emotions because of the presence of the words “happy” and “birthday”.
The other words in this particular status update do not convey any emotion
according to the NRC lexicon.

Figure 1 presents the frequency of emotions in the posts in our data set.
Almost 60% of the status updates express at least one kind of emotion, and
the positive emotion is clearly the most prominent one. For completeness, we

Fig. 1: Emotion frequency in Facebook status updates. Almost 60% of the status up-
dates express at least one kind of emotion from the NRC lexicon, and many posts
convey more than one emotion.

point out that to detect emotions we only scan the status updates for exact
occurrences of words from the NRC lexicon. We use a bag of words approach
and do not consider any misspellings (e.g., hapy or haaaappy), negation (e.g.,
not good), strength of the emotions using adjectives or adverbs (e.g., very happy
vs. happy) or combined words (e.g., long-awaited vs. long awaited). Moreover,
any emotions expressed with words that are not present in the NRC lexicon will
remain undetected.

3 Results

In the remainder of this paper, let S denote the set of the 969,035 status updates
in our study. Furthermore, for each of the 10 emotions 1:positive, 2:negative,
3:anger, 4:anticipation, 5:disgust, 6:fear, 7:joy, 8:sadness, 9:surprise, and 10:trust,
let Si, i = 1, . . . , 10, be the set of status updates that contain at least one
word associated with the respective emotion according to the NRC lexicon. As
explained in Section 2.2, the sets S1, S2, . . . , S10 are not necessarily disjoint. In
addition, we also introduce S0 as the set of status updates that do not contain
a term from the NRC lexicon, i.e. S0 is the set of status updates that do not
convey any emotion. It holds that S = S0 ∪ S1 ∪ S2 ∪ . . . ∪ S10.
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3.1 Emotion and gender

Let Sf denote the set of status updates written by female authors and Sm the
set of status updates by male authors. From Table 1 we know that women post
more frequently than men. The probability that a status update is written by
a woman is P (Sf ) ≈ 0.65 while the probability that it is written by a man is
P (Sm) ≈ 0.35. To determine the probability that a post conveys a particular
emotion, given that it is written by a man or a woman, we calculate

P (Si|Sm) =
|Si ∩ Sm|
|Sm|

and P (Si|Sf ) =
|Si ∩ Sf |
|Sf |

for i = 0, 1, . . . , 10. The results are visualized in Figure 2.

Fig. 2: Probability of occurrences of emotions in status updates from female and male
users

Although the differences between both genders are small, we do observe
that female users in general express more emotions in their posts. In partic-
ular, women are more likely than men to post about positive feelings, joy and
anticipation, while men are more likely than women to post status updates that
convey anger or no emotion at all.

3.2 Emotion and age

To assess the relation between different age groups and their emotion expression
in Facebook, we use five age groups: users younger than 21, users between 21 and
30, users between 31 and 40, users between 41 and 50, and users older than 51.
The average age of users in our data set is 26 years old with a standard deviation
of 10, suggesting many young users in Facebook. For each age group a, let Sa

be the set of status updates written by users from that age group. We calculate

the probability of emotion expression for each age group a as P (Si|Sa) = |Si∩Sa|
|Sa|

with Si (for i = 0, 1, . . . , 10) defined as in the beginning of Section 3.
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Fig. 3: Probability of occurrences of emotions in status updates from users of different
age groups. Users are more likely to post emotions as they get older.

Based on Figure 3, the probability of expression of emotions increases with
age. Users post more positive emotions as they get older. We find that older
users are more emotional in their posts compared to younger users. Users be-
tween 40 to 50 years old have the smallest amount of status updates without
emotion expression (less than 30%), which indicates their willingness to share
their feelings. On the other hand, more than 40% of young users’ posts (users
less than 21 years old) are without emotions. This evidence could be caused by
their language use and the fact that our dictionary does not contain all possible
expressions.

3.3 Emotion and personality

Fig. 4: Probability of occurrences of emotions in status updates from users with different
positive personality traits.

Similarly as in the previous sections, for each of the personality traits, we
consider the set of status updates written by users who meet the threshold for
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that personality trait according to Table 1. Using Sp to denote the set of status

updates linked in this way to personality trait p, we compute P (Sp|Si) =
|Si∩Sp|

|Si|
with Si (for i = 0, 1, . . . , 10) defined as in the beginning of Section 3. The

results are visualized in Figure 4. Similarly, results of P (¬Sp|Si) =
|Si∩¬Sp|

|Si| are

visulaized in Figure 5.
Neurotic users’ posts are less likely to be emotional, while open users’ posts

convey emotions more frequently than other personalities. After open users,
extrovert users express the most emotions in their posts. Interestingly, agreeable
users express emotions very similar to conscientious users on Facebook.

Fig. 5: Probability of occurrences of emotions in status updates from users with different
negative personality traits.

Posts containing anticipation are mostly expressed by agreeable, conscien-
tious and extrovert users. Neurotic users use less joy expressions than other
personalities and their posts are most likely about disgust, sadness and negative
feelings. Sadness appears more than other emotions for neurotic and open users,
while joy emotions are expressed most by extrovert, conscientious and agreeable
users. Open users also post frequently about their fear and anger.

3.4 Emotion and time

In this section, we investigate the relation between emotion expression and the
time stamp of the posts. The graphs in this section depict the conditional prob-

abilities of emotion expression w.r.t. time using P (Si|St) = |Si∩St|
|St| , where St is

the set of status updates posted in a specific time interval. In Figure 6, there are
7 such time intervals, each one corresponding to a day of the week. In Figure 7,
the time intervals correspond to the months of the year.

Emotion and day of the week Figure 6 presents that people are more emo-
tional during workdays than weekends. During the weekend (on Saturday and
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Sunday), users are less emotional and their posts are more likely without emo-
tion expression. Among other things, the number of posts about trust decreases
during the weekend, and a similar observation holds for posts related to fear.

Fig. 6: Probability of occurrences of emotions in status updates depending on the day
of the week. Status updates are more likely to contain emotions during workdays than
during the weekend.

Facebook status updates are most likely to convey emotions on Thursday.
From Friday onwards, the probability of emotion expression decreases. On Sat-
urdays, users are least likely to express any emotions in their posts. Interestingly,
the frequency of status updates conveying anger and surprise remains constant
from Monday to Thursday. However, on Friday, users express more surprise and
become less angry in their posts. In addition, users are more negative during the
workdays and less likely express to joy. However, on Saturday and Sunday, users
become less negative and more joyful.

Fig. 7: Probability of occurrences of emotions in status updates depending on the month
of the year. Status updates are most likely to contain emotions in December.
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Emotion and month of the year Figure 7 presents the probability of emotion
expression during different months of the year. Facebook users are more emo-
tional in December; in particular, users are less negative, more joyful, surprised,
anticipating and positive compared to other months of the year. This is reflected
in posts such as ”Happy holiday”, ”Happy NYE”, ”Happy Christmas” which
are very prominent in December and which are tagged as emotion conveying
posts by the emotion detection method described in Section 2.2. Although there
are no significant changes in emotions during the rest of the year, during the
summer months (June, July and August), the amount of positive, fear and trust
expressions decreases, and users’ posts are least likely to contain any emotion.

3.5 Correlations between features and emotions

Table 2: Pearson Chi Squared test results for on characteristics of users and posts, and
emotion categories: positive (Pos), negative (Neg), anger (Ang), anticipation (Ant),
disgust (Dis), fear (Fea), joy (Joy), sadness (Sad), surprise (Sur), and trust (Tru).

Features Pos Neg Ang Ant Dis Fea Joy Sad Sur Tru

Gender 0 0 0 0 0 0.205 0 0 0 0
Age 0 0 0 0 0 0 0 0 0 0

Open 0 0 0 0 0 0 0 0 0 0
Conscientious 0 0.014 0.793 0 0 0 0 0.496 0 0
Extrovert 0 0 0 0 0 0 0 0 0 0
Agreeable 0 0 0 0 0 0 0 0.065 0 0
Neurotic 0.613 0 0 0.015 0 0 0 0 0 0.249

Monday 0.001 0.023 0.146 0.050 0.058 0.333 0 0.105 0.055 0.081
Tuesday 0.001 0 0 0 0 0 0 0 0.029 0.879
Wednesday 0.213 0 0 0.137 0 0 0.001 0 0.220 0.001
Thursday 0 0 0.008 0.002 0 0 0.002 0.001 0.482 0
Friday 0.019 0.029 0.517 0 0.139 0.566 0.001 0.047 0 0
Saturday 0.437 0 0 0.891 0 0 0 0 0.104 0
Sunday 0.029 0 0 0.170 0 0 0 0 0.200 0

January 0.039 0 0.016 0.704 0.007 0.003 0 0 0.066 0.004
February 0.432 0.377 0.740 0.001 0.035 0.322 0.006 0.082 0.094 0.139
March 0 0 0.001 0.019 0 0 0.004 0 0 0
April 0.003 0.027 0.002 0.002 0.001 0.002 0.004 0.025 0.002 0
May 0.001 0.016 0.465 0.269 0.623 0.004 0 0.003 0.003 0
June 0 0 0 0 0 0 0 0 0 0
July 0 0 0.011 0.001 0 0 0 0 0 0
August 0 0 0.001 0.424 0 0 0 0 0 0.001
September 0 0.014 0 0.004 0.003 0.016 0 0.008 0 0.027
October 0 0 0.614 0 0.001 0.003 0 0.009 0.004 0
November 0.001 0.130 0.126 0.760 0.002 0.410 0 0.003 0.250 0.513
December 0 0.113 0.004 0.004 0.004 0.211 0 0.195 0 0

To assess the relation between the different features and emotions, we apply
the Pearson chi-squared dependence test [15]. Table 2 presents the p-values. The
null hypothesis is that features and emotions are independent. The p-values that
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are lower than the significance level (p < .01) denote significant correlations of
features with emotions. They are indicated in bold in the table.

Gender is related with all emotion categories except fear. Age is shown to be
related to all emotion types. Similarly, Openness and Extroversion are related
with all emotion types. Conscientiousness is related to anger, negative and sad-
ness emotions. Agreeableness is not related to sadness. And finally, Neuroticism
shows no relation with positive, anticipation and trust emotions.

4 Conclusion and Future Work

In this study, we explored the relation between the emotions of 5,865 Facebook
users with their age, gender and personality by using their status updates (almost
1 million posts). We used the NRC hash-tag emotion lexicon to detect emotions
from the posts. We also extracted temporal features from the posts’ time stamps.
Almost 60% of status updates contain at least one type of emotion expression.
Positive emotion is expressed with the highest frequency in status updates and
disgust is least likely to appear in the status updates of users.

The results confirm a relation between users’ characteristics and their emo-
tions. Similar to offline expression, female Facebook users express more emotions
in their status updates than male users. Similarly, older users express more emo-
tions in their status updates than younger users. Neurotic users are not very
emotional in their status updates, while open users are mostly likely to express
their feelings about different subjects. By analyzing the time stamp of the status
updates, we examined relations between Facebook posts’ time and users’ feel-
ings. Interestingly, emotions are more likely to be expressed during the workdays
compared to the weekend. The frequency of emotional status updates is lowest
during the summer and highest in December.

We found significant correlations between our selected features and users’
emotions. In future research, we will develop a model that will predict the most
probable upcoming emotion for each user, among other things based on time, de-
mographics and personality. We believe that being able to predict users’ emotions
and target the end users accordingly would be useful for personalized services.

Aside from the work we have presented in this paper, there is clear potential
for more fine grained emotion detectors. Emotion detection in this study has
been performed using a lexicon based approach. However, due to the complexity
of the status updates, the limited size of the lexicon, and a huge amount of
noise in the unnormalized status updates, it is very likely that we have missed
many emotion expressions in the status messages. Exploring better techniques to
extract emotions not only based on the words, but also based on other features
is potentially an open path to explore.

Acknowledgement: This project is part of the SBO Program of the IWT (IWT-
SBO-Nr. 110067).
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Abstract. In this position paper we present the scenario of making in-
terventions for increasing the classical music concert-going behaviour of
end users. Within the FP7 Phenicx project we are developing a person-
alized persuasive system that attempts at changing the concert-going
behaviour of users. The system is based on the theory of planned be-
haviour user model for predicting whether a user will attend a concert
or not. Our goal is to develop a machine learning algorithm that will ex-
tract the user model parameters unobtrusively from the micro-blogs of
the users. We plan to perform a user study to build the training dataset
and to test the system on real users within the project.

Keywords: Phenicx, theory of planned behaviour, user modeling, clas-
sical music

1 Introduction

Classical music is a domain of music that has an image of inaccessibility to
non-experts. Hence, lots of potential classical-music-concert goers do not attend
concerts. To alleviate this problem we plan to develop a personalized intervention
system that will persuade users to attend classical music concerts.

In this position paper we present the work done so far and the plan of the
work to be carried out for addressing the issue of limited classical music concert
going. The work presented here was carried out within the European FP7 project
Phenicx5 [4].

In order to design a personalized intervention system the users need to be
modeled. We selected the Theory of Planned Behaviour (TPB) model [1], since
it was designed especially for intervention scenarios. The TPB model parameters
will be predicted using social media mining. In the training phase, questionnaires
will be submitted to users to train the prediction model. The intervention will be
carried out when the attitude and/or the social norm (two of the TPB prameters)
will have low values.
5 http://phenicx.upf.edu/
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1.1 Related work

To the best of the authors’ knowledge there have been no attempts to design
persuasive systems for classical music. However, there are two groups of related
work for the task at hand: (i) models of intervention (related to changing the
concert-going behaviour) and (ii) social-media mining (related to unobtrusively
extracting the parameters of the user model).

Models for intervention We performed a user study on barriers and motiva-
tors for attending classical music concerts. Through focus group with subjects
we collected data about the reasons that prevents them going to concerts and
reasons that drive them to classical concerts. The study suggested that some
of the barriers that users provided (e.g. social aspects, the user’s background
knowledge) could be diminished by interventions. A natural choice for the afore-
mentioned barriers appear to be the TPB model [1] as it takes into account per-
sonal attitudes towards going to the concert (related to background knowledge)
and social norms (related to the social aspects). The TPB model was designed
specifically for intervention scenarios where we wish to predict a behaviour and
make interventions if it does not fit the desired behaviour [1]. The parameter
values for the TPB model are usually acquired through carefully designed ques-
tionnaires. However, these questionnaires are intrusive and time consuming, both
for the end user as for the designer of the system, as they need to be done on a
behaviour-level (i.e. the concert level, in our case).

The Theory of Planned Behaviour Model The TPB was proposed by
Ajzen [1]. The model links an observed behaviour with the subject’s beliefs
(see Fig. 1. The beliefs taken into account by the TPB are (i) the behavioural
beliefs, (ii) the normative beliefs and (iii) the control beliefs. The behavioural
beliefs influence the attitude of the subject towards the observed behaviour. The
normative belief (i.e. the perception of the social norms’ pressure) influences the
subjective norm. The control beliefs influence the perceived behavioural control.
These three norms have an influence on the behavioural intention, which is an
indicator of the actual behaviour.

Social-media mining So far there have been no attempts to extract TPB
parameters from social media. Hence, we will rely on related work that uses so-
cial media to extract similar user parameters. the underlying assumption is that
social media, concretely, microblogging (i.e. twitter) in our case, contain a lot
of personal parameters that can be used for user modeling. These information
are encoded in two aspects of the microblogs: in the content (the microblogs
themselves) and in the social relations between users. Some closely related work
has successfully managed to extract personality parameters from tweets [5,2].
Twitter has also been a rich data source for predicting trend-setters [6]. A
study of Facebook logs showed that it is possible to predict further personal
traits like sexual orientation, ethnicity, religious and political views, personality
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Fig. 1. The Theory of Planned Behaviour model (source: [1])

traits, intelligence, happiness, use of addictive substances, parental separation,
age, and gender [3]. This related work (especially the features used and the
regression/classification approaches) will serve as the basis for developing our
algorithms for predicting TPB parameters.

2 The Scenario

For most of users in urban environments there are classical concerts going on
constantly in their vicinity. Most of the medium-to-big cities have concert venues
where classical concerts take place. Assuming that these concert are advertised,
potential concert goers are aware of them. However, there are issues that prevent
these users to attend concerts. By addressing these issues with a personalized
intervention we can increase the chance of users to attend classical concerts. The
envisioned scenario is that of a personalized application on a mobile device (e.g.
a tablet or a mobile phone) that is able to predict whether the observed user
has a high or low chance of attending the concert. In case of the low chance, the
application should predict the reason for it and perform an intervention.

Given the choice of the TPB model we can focus on three aspects that in-
fluence the observed behaviour, i.e. going to the specific classical music concert:
(i) the user’s attitude towards the concert, (ii) the social norm and (iii) the per-
ceived control. Each of these can be a reason for the low chance of attending the
concert. More specifically we plan to address interventions in the cases when the
first two parameters (i.e. the attitude and the social norm) are low.

Once we determine the numerical values of the two parameters from social
media mining, we are able to make an appropriate intervention. In case that
the attitude is low, the application should provide more information to make
the classical concert more appealing. In case of low social norm, the application
should provide messages that persuade the user that her/his peers approve of
the classical concert.
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3 Experimental design

In this section we present the steps that we plan to undertake in order to build
the personalized intervention system. First we present the technical flow of the
scenario and then we address each step that needs to be carried out in order to
have a functional system.

3.1 TPB for designing pre-concert interventions

The technical scenario is depicted in Fig. 2 and has the following flow:

1. the application takes as input an item (i.e. the observed concert, described
with some descriptors/metadata) and a user (described with features ex-
tracted from the microblog stream-tweets)

2. for the observed concert and user it predicts the TPB parameters
3. if the predicted intended behaviour is no (i.e. the user does not intend to go to

a concert) the application generates an intervention (e.g. provides additional
info to change the attitude, if low attitude is the problem)

4. observe the actual behaviour
5. compare it to the predicted behaviour

descriptors

Observed concert

Microblog stream

Predict TPB prameters Intended
behaviour Make intervention

Observe behaviour

Fig. 2. The experiment flow

Step 1: find relevant concert parameters (descriptors) The first step is
to identify the most relevant parameters to describe the concert with. Our wish
is to find some simple, one-word, descriptors like composer, performer, type
(e.g. symphony, opera . . . ). We plan to make a web-questionnaire to identify the
parameters that the users think will be important for going to a concert. Out of
the top rated parameters by the users we will take the top three and annotate the
upcoming concerts with these metadata. The upcoming concerts will be selected
from the concerts provided by the Phenicx partners, the Royal Concertgebouw
Orchestra (Amsterdam, The Nederlands) and the ESMUC (Barcelona, Spain).
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Step 2: Gather TPB data For each of the concerts annotated in the previous
step we will design a TPB questionnaire and ask users to fill it in. By doing this,
we will be able to get a table with the following columns-variables (features):

– concert related variables
• performer
• composer
• type

– TPB related variables
• attitude towards behaviour
• social norm
• perceived control
• intended behaviour

– twitter related variables
• num of tweets
• num of retweets
• number of followers
• number of friends
• content related features

We need to gather enough data (the number of users and concert is to be
defined) to be able to build a model for predicting TPB parameters from twitter
data.

Step 3: training the TPB model The underlying assumption for using mi-
croblogs for predicting TPB parameters are the following: (i) the twitter social
network and blogging behaviour (i.e. original blog postings, retweets) reflect the
general social beliefs of the user, (ii) the social network and the content of the
microblogs reflect the attitude towards classical music aspects. Using the above
mentioned features we plan to train the TPB parameters with regression models
for the observed concert/user pairs.

The model will predict the intended behaviour IB with a weighted sum
(weights w1,w2 and w3) of the attitude AB, social norm SN and the perceived
control PC

IB = w0 + w1AB + w2SN + w3PC (1)

3.2 Issues in the experiment

Having nominal attributes for the concert descriptors (i.e. composers, perform-
ers, genre) would require big amounts of training data for each of the value of
these attributes. Hence, we will have to limit the values of these attributes to
just few of them. In the selection of these values we will take into account the
number of subjects that we will be able to include in the experiment and the
relevant statistical aspects (i.e. effect size, power analysis).

Furthermore, we will not model the perceived control PC and the related
weight w3 from Eq. 1, hence reducing the parameters estimation problem in the
training phase to a more viable one.
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4 Current data

We have carried out the acquisition of TPB parameters on a small scale for one
concert and five subjects. We have crawled the twitter feeds from these users
and extracted the following features: number of followers, number of friends,
number of listed, number of statuses, number of tweets and number of retweets.
The amount of data is too low to draw any conclusions, however, we report it
in Fig. 3.
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Fig. 3. Distributions of the TPB parameters in the twitter features spaces.

5 Discussion and Conclusion

In this position paper we presented the scenario of making interventions for
increasing the classical music concert-going behaviour of end users. The work is
being carried out within the FP7 Phenicx project. We showed that the barriers
for concert going indicate the choice of the TPB model as a suitable one. We also
reviewed related work that uses social media for the extraction of user model
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parameters. We plan to base our algorithms for the unobtrusive extraction of
TPB parameters on these related work. We propose the model for predicting the
user behaviour (i.e. going to a concrete concert) and the procedure for estimating
the parameters of the model using social media mining and machine learning.
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Abstract. The main aim of our research is to investigate whether it is 
possible to find a relation between the user’s mood and daily routines. 
To this aim we developed an application, Smart Calendar, that, thanks 
to its nature, allows collecting annotated datasets of mobile data, 
learning user daily routines and relating activities and pattern of sensor 
data to the user mood. Results of this preliminary phase of the research 
have shown that it is possible to learn routines and, if present, to find 
relations with the user mood.  

1   Introduction 

Pervasive computing applications to be successful should proactively support users in 
their tasks according to their situation [1]. To this aim, the application should reason 
on the user and on the context for making prevision about the user’s needs and for 
personalizing the task accordingly. In particular, given data that can be captured by 
mobile phones over long durations of time, it is possible to discover the emerging 
behavior of people (including habits and routines) over a long period [2,3]. Examples 
of applications that could exploit models of the user’s daily routines are context-
aware reminders, personal assistants, contexts-aware recommender systems, life 
diaries and lifelogging systems. In a previous stage of our research we focused our 
effort on learning the daily routines of the user both from sensors present in smart 
environments and from mobile data [4]. In particular, our approach exploits the 
WoMan (acronym for ‘Workflow Management’) system to incrementally learn and 
refine users routines represented in First-Order Logic (FOL) [5]. The WoMan system 
is able to deal with non-sequential activities and repeated-tasks, and therefore the 
approach is suited to represent models of user’s routines for predicting the user needs. 
At the current phase of research we investigate whether it is possible to use our 
approach to relate patterns of daily routines to affective factors, mood in particular. 
Mood is an affective state that plays a significant role in our lives. It is more general 
and less intense than emotion, and depends on broader factors and not necessarily on 
stimuli [6]. Mood influences our behavior, decisions, communication and preferences. 
Therefore, we consider the possibility to learn possible relations between mood, 
activities and routines both in the physical world (activities located in a place such as 
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shopping, driving, and so on) and in the digital world (activities like email, listening 
to music, posting on facebook, and so on). Starting from the consideration that 
smartphones have rich information about their owner and that they can help us in 
collecting a lot of traces (sensor data), many applications have been developed with 
the purpose of mapping mood to recurrent patterns of sensors data [7,8,9,10]. In our 
work we aim at discovering the relation between the user’s daily location-driven 
routines and mood states and changes starting from an annotated real life human 
dataset collected by mobile phones. To this aim we developed an application 
(SmartCalendar) that allows to incrementally learn contextual models of the user 
routines and associate them with certain moods. The purpose of SmartCalendar is 
twofold: on one side it provides to the user a calendar and a ToDoList manager and a 
context-aware reminder, on the other side it allows gathering annotated dataset of 
mobile usage data, to learn the daily routines and relate activities to mood that is 
supplied by the user on request. This phase is necessary in order to collect a dataset 
that relates variations in the user mood to activities, places, changes in the routine. 
Results of a first analysis showed that a relation exists and it is possible with our 
approach to learn such a relation and then use the learned model to predict variations. 

2  Incremental Learning of Daily Routines 

As far as learning the lifestyle of the user by building models of his daily routines is 
concerned, it can be seen as a set of processes. Therefore, modeling such routines can 
then be cast as a process-mining task. A workflow model is a formal specification of 
how a set of tasks can be composed to result in valid processes, allowing 
compositional schemes such as sequence, parallel, conditional, or iteration. So, in 
WoMan we decided to learn models that are represented as workflows. In order to 
understand the example in this paper, we provide here a short description of the 
employed formalism. In WoMan, a trace element is represented as a 6-tuple 
(T,E,W,P,A,O) where T is the time/date the event occurred, E is the type of the event 
(begin of process, end of process, begin of activity, end of activity), W is the name of 
the workflow the process refers to, P is a unique identifier for each process execution, 
A is the name of the activity, and O is the progressive number of occurrence of A in 
P. This is a standard formalism that allows describing explicitly the flow of activities 
(both sequential and parallel). An example is provided in the following: 

 
entry(20121001073047,begin_of_process, monday,rl1,none,none). 
entry(20121001073048,context_description, monday,rl1,[mood_valence_neg, 
mood_arousal_low, meteo_rain, temp(19.5)],none). 
entry(20121001073049,begin_of_activity,monday,rl1,act_Wakeup,1). 
entry(20121001073523,end_of_activity,monday,rl1,act_Wakeup,1). 
entry(20121001080940,begin_of_activity,monday,rl1,act_KidsToSchool,1). 
entry(20121001083002,end_of_activity,monday,rl1,act_KidsToSchool,1). 
entry(20121001083010,context_description, monday,rl1,[mood_valence_neutral, 
mood_arousal_low, meteo_cloud, temp(20.5)],none). 
entry(20121001093028,begin_of_activity,monday,rl1,act_GoToWork,1). 
entry(20121001093028,begin_of_activity,monday,rl1,act_Eat,1). 
entry(20121001150033,end_of_activity,monday,rl1,act_Eat,1). 
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entry(20121001150033,end_of_activity,monday,rl1,act_GoToWork,1). 
entry(20121001150036,begin_of_activity,monday,rl1,act_KidsFromSchool,1). 
entry(20121001153007,end_of_activity,monday,rl1,act_KidsFromSchool,1). 
… 
entry(20121002073524,end_of_process,monday,rl1,none,none). 

 
As context and activities are detected or entered by the user, the corresponding 

entries are provided to the WoMan system that, applying the algorithm described in 
[5], learns activities and relations among them. The task flow of a case is internally 
expressed in WoMan as a conjunction of ground atoms built on the following 
predicates: 

• activity(S,T) : at step S task T is executed 
• next(S’,S”) : step S” follows step S’ 
Argument T of the activity/2 predicate is taken from a (fixed and context-

dependent) set of constants representing the allowed tasks. Steps are denoted by 
unique identifiers. Steps are associated to events, and can be implemented as 
timestamps denoting the associated events. The next/2 predicate allows to explicit 
represent parallel executions in the task flow. This avoids the need to infer/guess the 
parallelism by means of statistical considerations, which may of course be wrong and 
thus mislead the workflow learning process. Any trace represented in the 6-tuple 
format previously introduced can be automatically translated into this internal format. 
For instance, the previous sample trace for the ‘monday’ would be expressed as: 

activity(s0,act_Wakeup), mood_valence_neg(s0), mood_arousal_low(s0), 
meteo_rain(s0), temp(s0,19.5), next(s0,s1), activity(s1,act_KidsToSchool), 
mood_valence_neg(s1), mood_arousal_low(s1), meteo_rain(s1), temp(s1,19.5), 
next(s1,s2), activity(s2,act_GoToWork), mood_valence_neutral(s2), 
mood_arousal_low(s2), meteo_cloud(s2), temp(s2,20.5), next(s2,s3), 
activity(s3,act_Eat), mood_valence_neutral(s3), mood_arousal_low(s3), 
meteo_cloud(s3), temp(s3,20.5), … 
 
The first activity (‘Wakeup’) is associated to step s0. At that time, the last detected 

context says that the actor has a negative mood valence and low arousal, it is raining 
and the temperature is 19.5°C. Activity ‘KidsToSchool’ is associated to step s1, and 
has a ‘next’ relationship to ‘Wakeup’ as the (only) most recently closed activity. At 
this time, no changes in the context have been notified to the system, and hence it 
assumes that at step s1 the context is the same as for the previous step, and so on. 

In the WoMan system a workflow structure is described as a conjunction of atoms 
built on the following predicates: 

• task(t,C) : task t occurs in cases C; 
• transition(I,O,p,C) : transition p, that occurs in cases C, consists in ending 

all tasks in I (that must be running), and starting the execution of new 
instances of all tasks in O. 

Argument C represents a history of those tasks/transitions, and thus can be exploited 
for computing statistics on their use.  

WoMan may run in 3 modes. The learning mode allows to learn a process model 
from logs of activities. The supervision mode allows to apply a learned model to new 
cases of the process in order to check that they are compliant with the model. The 
prediction mode allows to apply a learned model to new cases of the process in order 
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to foresee the most likely subsequent activities that the user will perform at a given 
moment of the execution. 

Models are built by WoMan according to the procedure reported in Algorithm 1. 

 

The described approach is fully incremental: it can start with an empty model and 
learn from one case (while others need a large set of cases to draw significant 
statistics), and can refine an existing model according to new cases whenever they 
become available (introducing alternative routes, even adding new tasks if they were 
never seen in previous cases, and updating the statistics). This peculiarity is an 
advance to the state-of-the-art, because continuous adaptation of the learned model to 
the actual practice can be carried out efficiently, effectively and transparently to the 
users. A graphical representation of a portion of the learned model for the Monday 
workflow is shown in Figure 1. 

 

 
Fig. 1. A graphical representation of a portion of learned workflow for the “Monday” routine. 

3  An overview on the SmartCalendar Application 

In order to collect a dataset of entries containing annotated data about activities and 
mood, we implemented the Android application Smart Calendar. Besides providing 
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the user with the functionalities of a Calendar, it is a ToDoList and a context-aware 
Reminder. It allows to learn the activities performed by the user according to two 
modalities: user-supplied information about performed activities and geo-localization. 
Each activity in the calendar is related to a place (voluntarily supplied by the user 
when inserting the activity or using a service that is activated on the bases of the GPS 
position and time of stay). For instance, if the user is in a supermarket at a certain 
time and this activity was not entered in the calendar, then the application will ask to 
the user what he is doing there and will insert the activity in the calendar. Indeed, if 
the user is in a place at the time expected for doing an activity present in the calendar 
and stays there for the expected amount of time, the application will consider that 
activity as done by the user. This is a strong assumption, but asking many information 
may annoy the user that could abandon using the calendar. However the user may 
always check the calendar and delete or insert activities. In both cases, SmartCalendar 
will send the entries about activities and the context to the WoMan system according 
to the formalism described previously. Figure 2 shows the interfaces for the main 
tasks of the application.  
 

   
Mood Input (a) 

 
 

 
 

Mood Input (b) 
Fig. 2 Interfaces for the main tasks of the Smart Calendar Application 

 
As in many similar applications [9,10], users are asked but not forced to input 

information about their mood at least three times a day: when the user starts using the 
telephone, when a not expected activity is performed by the user and after four hours 
after the last input. This is done using push notifications that are typically not very 
intrusive. In this way we can capture a user’s self-reported mood in relation to 
activities and places. In deciding how to represent mood information we decided to 
adopt the two-dimensional approach (valence and arousal) described in the 
Circumplex model [11]. We developed two prototypes for testing which was a more 
intuitive and usable interface. In the former (Figure 2a) we used a gallery of faces 
expressing the set of moods that we considered relevant for our study. In the latter 
(Figure 2b) we used a circle divided in four quadrants representing the main moods 
associated to the combinations of the two dimensions of the model and an arrow that 
allows indicating also intermediate states. In order to avoid confusion and 
misunderstandings, we put representative faces in the quadrants. In both cases each 
selection corresponded to a combination of the valence and arousal dimensions. After 
a formative usability test we decided to use the second interface since it was preferred 
by 76% of the users.  Besides collecting activities of the user related to places, we 
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Fig. 3 Routine and mood variations 

created a module for logging  relevant information regarding application usage, phone 
calls, email, messages, compass data, and so on.  

4 Analysis of the Collected Data 

In order to explore the relations between changes in daily routines and the variation in 
people’s mood, we used WoMan on the collected dataset. In total we collected data 
from 10 users (160 annotated days on average for each user) aged between 28 and 48. 
Then, first we learned the daily routine models for each working day (Monday-
Friday) using WoMan in ‘learning’ mode (as described in Section 2). In order to have 
an insight of the learning system’s performance, we tested the accuracy of the learned 
models using a 10-fold cross-validation procedure. For the considered dataset the 
system reached 85,63% average accuracy with a standard deviation of 10,84. After 
the learning step, we removed noisy (i.e., infrequent) pieces of the model, and 
specifically transitions and activities that were encountered in less than 4% of the 
training cases. Then, we ran WoMan in ‘supervision’ mode (see again Section 2) 
using the denoised models and the training cases, in order to collect for each day the 
warnings returned by WoMan, denoting deviations from the routines. After this, the 
cases were sorted in chronological order, and a histogram of the warnings in each day 
was drawn. The curves of mood variations, calculated as a function of valence and 
arousal, were finally superimposed to this histogram, normalizing the warning bars to 
their range [-1,1]. Specifically, for each day the average value of each parameter was 
plotted in these curves. This allowed to visually detect correlations between high or 
low valence and/or arousal and days with many warnings, which would confirm the 
influence of mood over routinary behavior (Figure 3).  

For sample days in which this correlation was noteworthy, it is possible to draw 
the plot of the mood parameters during the day, and to superimpose it to the curve of 
the warning occurrences during the same day, that would further confirm the 
relationship. 

Moreover, we calculated on the dataset the percentage of mood variations in 
correlation with changes in the routine. In particular, a mood variation occurred in 
correspondence to a routine variation in 79% of the cases. At present we have not 
evaluated which factors affect the mood variation in terms of positivity or negativity 
(i.e. personality traits, type of events or activities, etc.) but this will be the goal of our 
future work. 
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5 Conclusions and Future Work 

In this paper we reported the first results of the application of the WoMan system to 
the task of learning daily routines and their relation to mood variation. In order to do 
so, we developed an application, Smart Calendar, that, besides providing the typical 
functions of a smart calendar, allows to collect an annotated dataset of activities 
related to places and context features. In order to investigate on this, we used WoMan 
in supervision mode, checking the co-occurrence of significant changes in mood and 
deviations from the routine. Moreover we are combining data collected from mobile 
data with those that can be detected in indoor situations from indoor sensors of a 
smart environment [12]. We are aware that collecting personal sensors data may have 
a high impact on privacy issues. Most of the approaches present in the literature use 
cryptography, privacy-preserving data mining or store only inferred data from low-
level sensors, that are discarded after this inference step. MoodMiner, for instance, 
hashes all the private user data [13]. At present our application informs the user that 
his data will be used only for research purposes and will be accessible only by the 
researchers working on the project. In the near future we plan to implement a stronger 
privacy policy and to develop a mood inference model that relates events, activities 
and other contextual factors that can be inferred by mobile data.   
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Abstract. Personal Informatics systems help people to collect personally 
relevant information for the purpose of self-reflection and self-knowledge. 
Moods and emotions are ones of the most complex data to gather, since a 
complete automation is impossible due to the need for a cognitive interpretation 
by the person. The goal of this paper is to present a novel Personal Informatics 
solution which overcomes some limitations in tracking emotions. To this aim, 
we propose a complex PI solution based on tangible interface and automatic 
tracking which support users in tracking their emotions with a limited cognitive 
load.  Our initial efforts on these key directions will be described. 

Keywords: Emotion tracking, Personal Informatics, Self-tracking, Tangible 
Interface 

1 Introduction  

“How do you feel?” can be a very difficult question to answer. Emotions represent 
fundamental components of human beings, encompassing physiological, affective, 
behavioral, and cognitive elements. Differently from moods, emotions are intentional, 
i.e. imply and involve a relationship with a certain object, and tend to be relatively 
short lived, while moods are experienced as more diffuse, general and long-term: 
while moods usually influence which emotions are experienced, emotions often cause 
or contribute to moods [15]. However, emotions are often contradictory and it is 
possible to feel different emotions, of different type and intensity, at the same time. 
Moreover, people tend to report about their emotions on the basis of their belief about 
them rather than experiences of them [1].  

It can be useful to collect emotions for several reasons. Therapists often ask 
patients to keep track of their changing emotional states (together with other aspects 
of their daily lives), in order to help with depression and other mood disorders. 
Recording data helps doctors and patients better understand why symptoms occur, 
and whether the treatments are working or not. Moreover, people may desire to 
collect their emotions in order to simply know themselves better, or in order to find 
correlations among data that suggest a change of their behavior in a particular 
direction.  

Now, new Personal Informatics (PI) tools [2] are making possible to track the ups 
and downs of people emotional states, and then to aggregate data through some forms 
of reasoning, feeding them back to user through meaningful visualizations. PI tools 
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track data on different aspects of the daily lives of people (e.g., heart rate, amount of 
calories burnt, skin temperature, kilometer run, sleeping hours). The data can be 
gathered automatically in a transparent way with respect to the user or can be self-
reported by the user herself, depending of the types of data. It is simple to 
automatically track physical states (such as glucose level in the blood) or indicators of 
performance (such as the kilometers run) with the appropriate sensors, while it is 
almost impossible to collect other data (such as food or dreams). Emotions fall in this 
second category, since for their nature they are not suited to be automatically 
detected. In fact, they have a physical part (e.g. the arousal, i.e. the physiological 
reaction to stimuli, which causes changes in physical parameters such as blood 
pressure, heart rate, temperature), and a cognitive part, which interprets the 
physiological changes and classifies them in a specific emotion [1]. Even if there is a 
large amount of work trying to infer the emotions from the arousal measured by 
means of physical parameters, such as heart rate, skin temperatures, eye movements, 
etc. (see for example Affdex [3] and Emotient [4]), they can only track the physical 
component of the emotions, but not the cognitive one. Moreover, with the currently 
available technologies, automatic detection of emotions is very cumbersome for the 
user, since she must be equipped with a set of invasive devices (such as sensors or 
wearable devices, like bracelets, helmets, belts, etc.) that make the experience of 
collecting not natural and not easily applicable to everyday life.  

For these reasons, and following psychological literature (e.g. [5]), users’ self-
reporting is necessary to track emotional states, capturing what the user has 
subjectively experienced. From this perspective, Personal Informatics technologies 
can be exploited for supporting the self-reporting process, even if they show some 
practical issues [6].   

First, common users may not be so compliant in tracking their own emotions. This 
issue is also present in clinical settings, where the therapist compels the patient to 
track her emotions, as Li et al. [7] highlighted. Users can fail to self-monitor 
themselves due to lack of motivation and time or to forgetfulness.   

Second, usually users tend to self-report data after the event to be recorded has 
occurred. In fact, often it is not feasible for the user to interrupt her activity in order to 
record what she feels. However, when user reminds of reporting the data, it is often 
too late to recollect the exact emotional states experienced. This is the case when 
beliefs trump feelings in self-reporting of emotions [1]. For example, beliefs about the 
influence of a particular situation (e.g., birthdays are happy), or generalized beliefs 
about the self (e.g., derived by trait measures of extraversion or neuroticism) or social 
stereotypes related, for example, to gender (e.g., women are more emotional than 
men) appear only when the actual experience is relatively inaccessible (later in the 
time). In fact, memory is reconstructive [8]: with the passage of time, a shift from 
relatively veridical memories to relatively schematic or stereotypical ones can be 
observed.  

The goal of this work is to find a solution for tracking emotions which addresses 
these two issues.  

First, we aim at finding new ways for reducing the burden of self-monitoring.  A 
way for reducing these barriers is to make self-monitoring more fun and enjoyable. 
We propose to use tangible interaction to involve people in self-reporting their 
emotional states. Tangible User Interfaces (TUIs) leverage physical representation for 
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connecting the digital and physical worlds [9]. TUIs can remind people, by sheer 
presence, to insert data, motivating users in doing tasks usually perceived as repetitive 
and burdensome. In fact TUIs showed to be more involving than Graphical User 
Interfaces when a task is not appealing enough on its own [10], providing a more 
engaging experience, that can increase the number of repeated activities accomplished 
by the user [11]. Using TUIs, self-report can become a form of "physical activity", in 
which objects are manipulated playfully by individuals and contextually gather 
information about their emotional states.  

Second, we aim at supporting users in the retrospective reconstruction of 
emotions. Since people’s reports of their emotions reflect whatever information is 
accessible at the time [1], we aim at providing people with some hints in order to 
recall the experience where the emotions arose. We will provide user with some other 
contextual data automatically detected by sensors during the day (time, place, people), 
in order to recall her the situation in which she experienced an emotion. This would 
allows her to connect her emotional states to the places visited, the people met and the 
task accomplished, and, through them, remember what happened to her during the day 
and report more faithfully her emotions, in a way as much similar as possible to how 
it actually happened.  

In this paper we present a novel solution for tracking emotions which reaches these 
goals. To this aim, we propose a complex PI solution based on tangible interfaces, 
enhanced with data automatically detected by sensors which support users in tracking 
their emotions, without a too much cognitive load in the tracking process. Moreover, 
the solution will be able to integrate all these data and, on the one side, provide users 
with a meaningful picture of them and, on the other side, find correlations among 
them. Moreover, we want to enhance the User Model with these correlations that can 
be used to provide user recommendations about her daily habits in a logic that tries to 
support her wellness and happiness. 

 
The paper is structured as follows. It first presents a theoretical background of 

emotion self-reporting in psychology and a brief review on the related work dealing 
with tool for emotion tracking.  Then, our proposed solution is presented and the work 
in progress is described.  

2   Theoretical background 

Clinical and experimental psychology has a long tradition in tracking people’s 
emotions. However, emotional experience, defined as the conscious representation of 
changes in the states of the functional subsystems of the organism, represented by 
evaluation of an antecedent situation, physiological change, motor expression, 
motivational effects with prepared action tendencies and subjective feeling state, can 
only be studied via the introspective report of the subject [5]. In fact, even if it can be 
possible to obtain physiological measurements and objective measures of the 
behaviors expressed by the emotions, it is not possible to measure the way in which 
the subject experiences the physiological and behavioral changes other than through 
self-report [5]. In psychology several techniques are available for measuring emotions 
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through self-report. A common approach presents participants a checklist of 
adjectives asking them how well they describe their emotional states [12]: such lists 
can comprehend terms such as calm, nervous, bored. Another approach relies on 
dimensional theories of emotion and mood, asking people to rate one or more 
dimensions of their emotional states, such as arousal (activation) and valence 
(pleasant/unpleasant) [13]. Sometimes the instructions ask for reports of immediate 
feelings, sometimes for feelings experienced in a recent period, sometimes for 
feelings experienced over long periods [14]. However, questions about emotions and 
mood often refer to past emotional states relying on imperfect and biased memory; 
otherwise, asking a subject to self-report her emotions when they occur inevitably 
interrupts the experience [15]. In addition, questionnaires and more in general self-
reporting activities commonly employed in psychology are burdensome and time-
consuming, making difficult to imagine their usage in the everyday life of people that 
want to keep trace of their emotional states without having therapeutic motivations or 
impellent needs. 

3   Related works on Emotion tracking  

There are a number of applications, research works and technological tools for the 
emotion tracking, either self-reported or automatic.  

Regarding self-reporting, a lot of systems collect user’s emotions for therapeutic 
and rehabilitation purposes, such as Mobile Mood Diary [16], a mobile and online 
symptom tracking tool for adolescents with mental problems.   

Commercial applications and devices (e.g., T2 Mood Tracker [17]) (see [18] for an 
overview) mainly aim at promoting a deeper self-knowledge through a visual 
exploration of the gathered data. Moreover, they are able to suggest patterns, trends 
and correlations between emotions changes and habits or occurred events. Other apps, 
like Mood Panda [19], have an additional social component: users can share their 
mood with friends and support one another.  All these apps force the user to suspend 
her current task to interact with the phone and this makes tracking burdensome and 
annoying and the risk exists that in the long term the user gives up. 

Many other systems automatically track users emotions, such as PSYCHE [20], a 
personal monitoring system based on textile platforms and portable sensing devices; 
Fractal [21], which is composed of some gem-like structures and detects wearer’s 
muscle tension and movements, as well as the presence of near people, and adjusts the 
integrated LED lights pulsing accordingly and the Textile Mirror [22], which is a wall 
panel made of felt that changes its textural structure according to emotional signals 
coming from its viewer. An alternative way to detect user’s emotions is to interpret 
facial changes. This is the approach adopted by Affdex [3] and Emotient [4] which is 
about to release a Google Glass app that analyses subtle pattern changes in a person's 
face.  

Our solution supports users in self-collecting emotions by providing contextual 
information as hints for remembering emotions. This is different from other systems 
which are able to automatically collect contextual information and to suggest a 
relationship between them and the tracked emotions, such as the above mentioned 
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75



Mooditoode, which automatically detects position, and Emotion Sense [23], which 
correlates user’s emotions with other factors such as time of day, location, physical 
activities, phone calls and SMS patterns. Anyway, they do not make the self-reporting 
activity easier since the user still need to interact with the app to explicitly declare her 
emotions. Our aim is to facilitate this task for the user, by making it straightforward 
with a tangible interface. 

4. A proposal for a personal informatics system for tracking and 
remembering emotions  

We propose a Personal Informatics system able to support users in self-reporting of 
emotions. The solution will have the following features: 

- it will allow the self-reporting of emotions in an amusing, simple and 
appealing way by means of a tangible interface  

- it will allow to automatically collect contextual aspects related to the 
emotions: location, time and people in the surrounding when the emotion 
occurs that will help users in recalling the emotion 

- it will provide these contextual information to users to help them in live again 
emotions in a way as more similar as it actually happened  

- it will be able to feed back to users a complex aggregated picture of the 
emotions of a period of time or of an experience, and correlations among data.  

The idea is to create a portable, entertaining and, above all, not burdensome platform 
that will be composed by several parts: a mobile application on the user smartphone 
to automatically gather contextual data and some TUIs, i.e. a set of physical objects 
that the user can manipulate in order to communicate with the system. The TUIs, built 
on an Arduino board, are used by users to provide her emotions and the moment of 
the day. It has been decided to monitor 8 different emotions selected as primal 
emotional states. When user is going to report her emotions, she manually selects in 
the TUI the time in which the emotion is occurred and the system automatically 
recollects the context (place and people) in which that emotional state happened, 
inferring it by e.g. the GPS sensor of user’s smartphone, users’ social networks 
(Facebook, Twitter, WhatsApp, Google +), shared calendars  (Google calendar, 
Facebook), etc. Moreover, the platform will be able to receive further information 
from other devices able to automatically detect physiological indicators (such as heart 
rate, body temperature, etc.). Data collected will be kept on the server and the user 
can browse her emotional history, having a representation of her emotional states 
through different points of view, and inspecting correlations among data.  
Fig 1 shows the system architecture. It is composed of two TUI hardware 
components: the time module and the emotion module. The last one is the core of the 
system and one of its tasks is to manage the context information. To this aim, the 
context manager gets the time information that the user sets on the time TUI and 
infers the context taking into account information coming from different sources such 
as user’s smartphone, social networks, PI tools, etc.  Then, the emotion chosen by the 
user on the dedicated TUIs is collected by the data manager and sent to a remote 
server with the corresponding context for elaboration. 
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Fig 1. The system architecture 
 

The emotion hardware module communicates via Bluetooth with the smartphone and 
the time hardware module and via WiFi/Ethernet with the remote server and the data 
sources exploited to infer the context (social networks, online calendars, personal 
information tools, etc.).   

The final goal of the work will be the design of an enhanced User Model to be used 
for promoting behavior change in some directions (e.g. more healthy lifestyle): i) 
gathering heterogeneous types of user data (emotions from the prototype but also 
other data from sensors, from social web activities);  ii) reasoning on the data in order 
to find aggregations and correlations, iii) providing users with personalized  
recommendations in accordance on the UM and meaningful visualization of data for 
rising awareness and motivating people in changing their behavior. 
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Abstract. Social media provide a rich source of author-identified text
that can be used for personality profiling. However, differences in length
and number of entries, syntax, abbreviations, spelling and grammar er-
rors, and topics can affect type and difficulty of preprocessing to extract
appropriate text, accuracy of training, time period sampling for training
texts, and rate of degradation of accuracy over time. Biases introduced
by the topic areas of the social media, author self-selection, and current
events affect different social media to varying extents and can bias both
the demographics and possibly the personality types of users.

1 Introduction

Many researchers have been able to predict personality from written text [6,
1, 5, 3, 4, 8, 2, 9, 10]. Recent social media outlets provide a rich source for
author-identified text that can be used for this purpose. However, the different
social media outlets each have different characteristics that will likely affect their
effectiveness for personality profiling. For example it is doubtful that any single
personality classifier or choice of training features will provide the best results
for all social media because of their many differences. This paper will catalog
those characteristics of current social media outlets that are expected to affect
personality profiling and their implications for personality prediction.

Characteristics of social media likely to affect personality profiling include:

– word length of entries
– number of entries/author
– author identification
– spelling and grammar errors
– topic bias

– time-period bias
– author self-selection bias
– legal access and privacy restrictions
– unusual syntax, usage, abbreviations

The product of the word length of entries and the number of entries per
author yields the amount of text available for personality profiling. Relatively
small amounts of text can be used to predict personality. For example, [9] found
they could achieve more than 81% accuracy with more than 10 email messages.
Although [9] do not specify the word length of a typical email message, one study
[11] found an average of 3150 characters and a median of 1304 characters for
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email messages. So 10 email messages would average about 31K characters. [10]
were able to achieve an average accuracy of over 80% with essays averaging 787
words/4002 characters in length. However, to train machine learning classifiers,
larger amounts of text are preferable.

Another important characteristic of social media is whether authors are iden-
tified or not. Some social media types or outlets allow anonymous postings. For
example, reviewers on review sites are often anonymous and Myspace allows
anonymous members (Facebook does not). Also, some social media forms allow
quoting text from other authors, such as including the original email message
in a reply email, reTweeting someone else’s Tweet, or quoting a previous post
in a forum. Automated personality profiling programs need to be able to iden-
tify the author of the text to properly attribute personality traits derived from
the text. Author identity is also required for accumulating training data because
the authors will need to complete personality assessments. Researchers must also
consider both the legality and privacy concerns associated with accessing certain
social media. For example, the terms of use for Facebook prohibit scraping con-
tent via bots. SMS (Short Message Service) messages are typically unavailable
in countries with privacy laws.

The type of social media also affects many qualities of the text. Limits on
post length such as on Twitter can lead to unusual grammatical usage, which can
affect personality profiling. Also different social media may develop abbreviations
and other conventions that may not appear in other forms of text media. The
particular social media may affect frequency of spelling errors, which can cause
problems for text analysis.1 The social media outlet may also bias the topic, time-
period, and author background. For example, web forums typically have a specific
topic and the bias in topic may affect how personality correlates with the written
text. Likewise, the time-period may affect the relevant topics of discussion in
particular social media. Topic differences will affect the word choice, one of the
most important features correlated with personality. Finally, the users of social
media self-select to use the media and are not representative of the general
population. Usage of social media tends to be higher among women, younger
users, and urban users [7]. This may be fine if the researcher is interested in
the exact demographic represented by the users of the particular social media,
but extreme caution is required when trying to generalize any findings to other
populations.

2 Social Media Peculiarities

Current social media that can be mined for personality profiling include:

1 Counting the misspellings offers a useful feature in itself (extraverts tend to leave
their text unedited), yet the misspellings make it difficult, on an automated basis, to
correctly identify topics, grammatical structures, and of course the words that are
being used.
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– Emails
– Twitter
– Facebook Status and Wall
– Myspace Bulletins
– Forums

– LinkedIn
– Review sites
– YouTube
– SMS (Short Message Service)
– Blogs and microblogs (e.g., Tumblr)

Email messages have a specified format and requires email-specific prepro-
cessing to extract author text. [9] describes removing headers, signature blocks,
and automatic reply quotes. Emails and forums are conversational, so speech
acts can be important features that are not found in monolog social media like
blogs and to a lesser extent, Twitter (@replies in Twitter allow some conver-
sational threads). Forums often use common forum software, many of which
provide an API (Application Programming Interface) to directly extract posts
and other information from the forum software without needing to scrape web
pages. For example, phpBB, the current most popular forum software provides
the REST API to communicate with a phpBB board. Likewise many common
blog software packages provide APIs to access blogs and microblogs such as the
Blogger JSON API and the Tumblr API.

Review sites tend to be poor choices for personality profiling because authors
can be anonymous and reviewers tend to not write very many reviews. The
specific purpose of review sites also biases the text making generalization to
other contexts very problematic. YouTube suffers from the same anonymous
posters problem, lack of sufficient text per poster, and bias based on topic of the
posts. LinkedIn does have identifiable authors, but suffers from very little text
per author and a very narrow topic area (the career and expertise description).

For some media and occasions, scarcity of time, limits of technology, costs of
transmission, purpose of the medium, and etiquette certainly encourage brevity
and directness. For example telegrams and radio-communicated Morse Code
messages tended to be brief. So are modern SMS messages and Tweets. Blog
posts, though, tend to be wordier and more contemplative. It is in such settings,
wherein writers express themselves at length, that we expect grammatical choices
to vary more, and to tell us more about the personality of the writer. With no
rigorous analysis, we will examine a few examples. First from Twitter.com:

“Still trying to go scuba diving in Mexico for my birthday this summer.
Yet, no one is down for the adventure!” * “Why I went #scuba div-
ing with crocs (video). Actual #underwater croc footage starts at 5min
15sec: http://ow.ly/vfczo” * “Wish I was scuba diving chillin with some
dolphins and jellyfish instead of being in the presence of these nerds”
* “Would you take a scuba dive in the lake that they say the lochness
monster is in for 1000 dollars.?” * “Went scuba diving with my dad in
the Great Barrier Reef #rad @bvnwnews pic.twitter.com/ahNiLgGGx6”
* “@ZoomTV @Ileana_Official scuba dive! I tried once but failed! But
will try again soon”

Next some blog posts:
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“The vibration became so intense, I could feel it in my bones, and the
sound turned into a deafening roar. I could see waterfalls of sand pouring
over the coral, and on the sea floor, a few metres below us, cracks began
forming and the sand was sucked down. That’s when I realised it was an
earthquake. The noise was the sound of the Earth splintering open and
grinding against itself.” - Jessica Read, The Guardian, 24 January 2014
“Suspended in limbo, 130 feet from the surface and nearly 100 feet to
the sandy bottom, I watched the bubbles. They playfully danced around
each other expanding, breaking, conjoining, chaotic, but always up. The
ever-changing surface glimmered above — where air meets water, where
life meets death. ...My consciousness crept out of its silent prison and
I looked at my gauges.” ... “Where had the time gone? I thought. My
dive computer started to flash things I had never seen before.” - Kelsey,
http://tinyurl.com/kbr84tp
“I was surrounded by more fish than I could count, my eyes unaware of
where to look next. I had totally forgotten all about my breathing and
equalizing and adjusting my buoyancy level, it all didn’t matter any-
more. (Well, I guess I did alright since I made it back, thankfully my
guide was there for the constant check.) Schools of fish swam through
us constantly, and I found myself honestly enjoying where I was, me-
ters beyond meters below sea level. Even though my ears hurt like hell
at some points, the fascinating colors of the life underwater kept me
from signaling to my instructor that I wanted to go back on land.” -
http://tinyurl.com/mxakoyf
“When I built valves at AirForce, I tested each by pressurizing them in
a fixture and tapping the valve stem with a rubber hammer. I had racks
of 100 valves at a time, and I went through and did this to each one in
turn. That process seated the valve and created a small ring of contact
between the synthetic valve and its seat. Sometimes, the valve needed
to be hit several times to seat it properly, but it always worked. And it
also worked if a valve had a small piece of dirt anywhere in the seals.” -
http://tinyurl.com/kqcqgxo

First we immediately note that the Tweets employ very few adjectives. The
Tweets contain many errors, even though most of the problems could easily
be fixed without exceeding the 140 character limit for a Tweet. Beyond simply
determining whether or not the samples are within norms of English usage (does
the parser fail?), these errors will complicate attempts to discern individual
differences between Twitter users on the basis of grammatical usage. Also the
topics and content of Tweets are somewhat constrained by the medium: for
example very few Tweets explicitly set forth instructions for users to follow. The
broadcast nature of Tweets seems to motivate some users to adopt a style that
is maximally accessible to their followers. The wideness of the audience further
constrains the expression within short Tweets.

Although they too have a broad audience, blog authors exhibit greater variety
in style than the Tweet authors do, perhaps because they have ample space in
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which to do so coherently. Naturally there are more anaphoric expressions, and
much more time is spent on descriptions of objects and processes rather than
simply naming them. The use of subordinate clauses varies amongst the blog
posts. All these desirable attributes can be applied to personality profiling.

3 Implications for Personality Profiling

Each type and outlet of social media has idiosyncratic characteristics that require
specialized processing to extract appropriate author-attributed text. Even after
the author-attributed text has been extracted from the social media, there are
still other characteristics of each type and outlet of social media that should be
taken into account for personality profiling. For example, social conventions can
vary across different social media. Emails include various greetings and execute
a variety of speech acts that are less common in other social media. Tweets tend
to be much more declarative because of the broadcast nature of Twitter. On the
other hand, blogs and microblogs are also one-to-many, but exhibit much less of
the declarative nature of Tweets. These differences in social conventions can po-
tentially affect the cross-applicability to other social media types for personality
classifiers trained in a different type of social media.

Besides different specialized conventions for different social media types, so-
cial media types also differ in how quickly these conventions change over time.
For example, SMS messages tend to display greater variety over time than per-
haps Tweets do, due to rapid evolving of new “text speak” - expressions, ab-
breviations, emoticons, etc. Although there has been some encouraging success
predicting personality from SMS messages [2], a personality predictor depending
upon rapidly changing aspects of language may need to be constantly retrained
to avoid degradation due to the changes in conventions over time.

Different types of social media are produced under different circumstances
and to different audiences. These differences lead to differences in the number
of spelling and grammatical errors in the text. SMS messages, and Tweets tend
to have the most errors and blogs tend to have the least with other social media
types falling in between these extremes. Such differences affect the effort that
might be needed to correct errors when processing text for personality profiling.
Independent of whether errors are corrected, error rates (before correction) might
provide a valuable feature for predicting personality and its value may vary
among social media types.

Different kinds of information are conveyed across different social media.
Some social media like Twitter are much more topical, dealing more with current
events and trends, than other media like blogs and forums, which tend to be on
specific topic areas that are less influenced by current events. The specific topic of
a blog or forum can influence topicality. For example, political blogs and forums
will be much more topical than blogs/forums about topics like parenting that are
less influenced by current events. This means that training on text from some
social media may need a wider sampling of time periods to avoid over-fitting on
topical peculiarities that appear rarely in other time periods.
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Different social media differ in the amount of text per author that are typi-
cally available. This has implications for the potential accuracy of training per-
sonality classifiers. Tweets, SMS text messages, Myspace bulletins and Facebook
updates/wall posts tend to have shorter posts. Of these, SMS messages tend
to be the most prolific, so many SMS messages over time can easily add up to
enough text for accurate training. LinkedIn review sites, YouTube and email
tend to have medium sized entries. However LinkedIn entries tend to be single
entries, so will not have enough text per person for good training. On the other
hand, email is sent constantly over time, so accumulating these can easily pro-
vide enough text for training. Review sites may have multiple entries per person,
so may provide enough text for training depending on the productivity of the
reviewers. However most review sites tend to have very few prolific reviewers, so
review sites likely will not have enough authors with enough text for training.
Likewise, there may be enough accumulated text accompanying prolific YouTube
posters for good training, but more investigation is needed to determine whether
there are enough prolific YouTube posters for training. Blogs, Forums, and mi-
croblogging present the best sources for large amounts of text by many authors
for training purposes.

Users of the different social media types self-select to use that particular form
of social media. This will certainly skew the demographics of the studied users.
Even more problematic, there are no studies about whether particular personal-
ity types are more or less likely to use particular social media. Thus not only are
the demographics skewed, which might be corrected with appropriate sampling
techniques, but also there might be as yet undocumented biases in personality
types introduced because of the selection effect. Likewise, the topic area of a
forum, blog, microblog, or YouTube video may bias not only the demographics,
but also the personality types of authors.

4 Conclusion

The variety of linguistic expression seen in the blog entries encourages person-
ality profiling applications, whereas inflexible conventions forced by brevity of
Tweets tend to narrow the range of linguistic choices. Researchers are then mo-
tivated to adapt their methods by focusing on the particular aspects of a given
medium that are most useful for personality prediction. Also, some social media,
specifically SMS text, exhibit rapid changes in the specialized language employed
by users. A classifier trained on unstable aspects of language will quickly degrade
in usefulness. This phenomenon enhances the need to identify and exploit those
aspects of language usage that change slowly within a given social media context.
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