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Abstract.

In this paper, a multi-agent system for metalearning in(e.g. custom data mining methods) and to re-use the impleden

the data mining domain is presented. The system provideg@ uscomponents in different situations.

with intelligent features, such as recommendation of bigtalata
mining techniques for a new dataset, parameter tuning d¢f sah-
niques, and building up a metaknowledge base. The arahiteof
the system, together with different user scenarios, andviyethey
are handled by the system, are described.

1 Introduction

Lately, data mining— an automated process of gaining information
from datasets — has become an issue of interest in the attifioel-
ligence. This interest have been whetted by the progresseindm-
putational technology, such as high performance machirsteris or
large storage devices, but most importantly by the po#sitaf an
access to enormous amount of data that are collected ontuesly.
The datasets vary in many factors as they origin in diffeegatis of
human or nature activities. It is hard even for a data minixpeet
to choose from the wide range of machine learning methodsatka
used in data mining and to set its parameters to the valuewthed
produce a reasonable results for the specific dataset. Tadlease
up the parameter set up can significantly boost up the privityaif
data mining process. Moreover, the automation of the whiadegss
would help those researchers, who are not data mining expern-
joy the benefits of this research line. This is wherertiealearning
[3] comes into play.

Metalearning over data mining methods and datasets is adeery
manding task, especially with respect to computationdioperance
as it uses results of data mining methods applied on variatesdts
as its training/testing data. The software that is capabb®oth data
mining and metalearning is by definition a large and compies s
tem. To design the architecture of our system, we have chibgen
agent-based approach as it brings many advantages to thjgeco
task. The main one being its distributed and parallel naturéhe

We have designed and implemented a multi-agent systéAg)(
which is capable of executing simple data mining tasks a$ aeel
complex metalearning problems (involving not only recomdiag
of data mining methods but also setting their parametensl)jtaro-
vides all the mechanisms necessary for experimenting viffitreint
metalearning approaches. The system is hybrid — it employs c
bination of different artificial intelligence methods [4].

We use JADE [2] — the multi-agent framework, as a base for our
agents; most of the computational agents in our system uke &g
data mining methods. The extensibility of our system is @by
the use of the structured ontology language and followirgRtPA
[1] international standards of agents’ communication.

2 Scenarios

To propose an appropriate architecture of our computatigiAes,
we have considered the following basic scenarios for psicgsa
dataset. In the most simple case the user knows which metibd a
what parameters of this method she would like to use. In therot
two basic scenarios, the system uses its intelligent nestiaring fea-
tures: If the user knows what method to use but does not knewntmo
set its parameters, the system is able to search the parapate of
the method and find a setting that provides good results.ditind
case, the user does not even know what method to use anddets th
system decide by itself. In this case the system recomméedseist
possible method or provides a ranking of the methods baseuesn
dicted errors and duration. These simple scenarios cantbaded
into more complex ones — e.qg. itis also possible to combiae¢h-
ommendation of the best method the with parameter spacehsear
when the recommender chosen by the user recommends arainterv
of the parameter’s values.

As a positive side effect, thmetaknowledge bader metalearning

system can spread over computer networks and be accesseahiy m PUrposes is being build up by each experiment.

users who only by using the system and running their expetisne
provide the data needed for metalearning algorithms. &t sugplies
a fast parallel execution of performance demanding tagks.ifiter-
connection of different parts of the system (i.e. ttenmunication

3 Role-based Architecture

In order to effectively design our system, we have chosen the

among agendsis done only by sending messages which results inorganization-centered formalisAGR (Agent-Group-Role Therole

an easy extensibility and re-usability of the parts of thsteyn —

is a set of capabilities and responsibilities that the agenepts by

agents It enables researchers to easily add their own componentsandling the role Group — the building block of a MAS — is a
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set of agents with allowed roles and interactions, defined drpup
structure The multi-agent system then consists of multiple groups
which can overlap by agents belonging to more than one grioup.
this formalism, we abstract from the algorithmic detailsl anner
logic of the agents in the MAS. In our previous work [7], we bav



used the ontological formalism of OWL-DL to describe theaomg
zational model.

The following group structures were defined according to thee

aforementioned scenarioadministrative group structuyecompu-

tational group structure search group structurerecommendation
group structure data group structureand data-management group
structure

Our MAS is composed of groups that are instances of thesggrou

structures. The architecture is depicted in the Figure 1.
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Figure 1. Architecture of our MAS: Group structures

4 Metalearning

The key parts of our system are those providing intelligesizdearn-
ing behavior, i.e. agents that provide parameter spaceftsg@thods
and recommender agents. These agents are intended tostgtdea
tially) replace a human expert. They make use of the preweaps-
rience gathered by the system, which is captured in the metak
edge base. It contains results of machine learning expatgrand
metadata— general features of the datasets.

The MAS-based solution allows a flexibility in choice of tha-p
rameter space search algorithms, each of these is encagsinaa
search agent. General tabulation, random search, sirdudatecal-
ing [9], or parallel methods, such as evolutionary algonit{5], are
implemented in our system. Another great benefit of the agased
approach is the natural capability of parallel executiomahputa-
tions with various parameters which significantly decredke time
needed for the execution of the parameter space searctsproce

One of essential features of our MAS is its capability of raeo
mending a suitable computational method for a new datasetrd-
ing to datasets similarity and previously gathered expege The
choice of the similar dataset(s) is based on various preiygoro-
posed metrics [8], which measure the similarity of their adeta.
Our database contains over two million records, that ard tseug-
gest the proper method (including its parameters) and atgirits
performance on a new dataset.

The latest version of our MAS contains the following typeseuf-

ommenders, which differ in the metric used and in the numlber o

recommended methods they provide:

Basic recommendarhooses a method based on the single closest
dataset using the unweighted metadata metric.

Clustering Based Classificatid®] chooses the whole cluster of
similar datasets and the corresponding methods, usingrelift
sets of metadata features.

Evolutionary Optimized Recommendere similar to the two
above described recommender types, using different wetght
metrics, optimized by an evolutionary algorithm.

Interval Recommendeecommends intervals of suitable param-
eter values and leaves their fine-tuning to the parameterespa

search methods.

Another functionality of our system is a multi-objectivetiopiza-
tion of data mining configurations. The search algorithrmipeyed
in order to find beneficial combinations of pre-processinys ma-
chine learning methods to the presented data. The miniioizét
performed in error-rate as well as run-time criteria.

5 Conclusions

In this paper, we presented a multi-agent system for metdten
in data mining, which includes solving of the most importand
challenging metalearning tasks — the recommendation oftaléel
method for a new dataset, and the tuning of parameters ofraati
ods. We have proposed the systems architecture and praved-it
ability by an implementation that is used by our researcmtea a
regular basis to conduct metalearning and data mining axpets.
The role-based multi-agent approach brings in many adgesteto
a complex task of metalearning, the main benefit being itg eas
tensibility. The multi-agent parallel nature of the systepeeds up
the time consuming tasks significantly.
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