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Abstract. Solutions to the graph matching problem play an impor-
tant role in many application domains, such as chemistry, proteomics,
or image processing. Especially in these domains, graphs have geometric
properties that describe the positions of the vertices in some 2- or 3-
dimensional space. Several exact and approximate approaches have been
proposed to address the problem of matching graphs, which is known to
be NP-hard in general. For this, most approaches depend on the concept
of vertex similarity to iteratively increase the matching quality.

In this paper, we study the vertex similarity problem for geometric
graphs. We formally define such a problem and prove that its complex-
ity is NP-hard. For geometric graphs in 2D, we propose an approximate
solution with polynomial runtime. For this, we utilize techniques under-
lying attributed cyclic string matching and customized edit operations
that consider spatial properties and labeling information. In our evalua-
tions, we show that our approach outperforms existing vertex similarity
approaches in terms of classification accuracy and matching quality.

1 Introduction

Searching for and exploring similar objects is an important task in many ap-
plication domains, such as in social networks, biology, or pattern recognition.
For such domains and many more, graphs are used as a powerful data structure
for the representation of objects and object relationships. By this, searching for
similar objects turns to be the tasks of finding similar (sub)graphs, which is esti-
mated by a graph matching algorithm [9]. Approaches to graph matching search
for correspondences between the vertices of two graphs such that the matched
vertices have similar labels and connectivity.

The problem of inezact graph matching, which is matching graphs in the
presence of noise and outliers, has been shown to be NP-hard [25]. As a conse-
quence, most of the approaches to solving the matching problem focus on finding
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approximate solutions, e.g., [11, 12]. These approaches follow an iterative contin-
wous optimization procedure. The objective function used by such optimization
procedures depends on the concept of vertex similarity [7,26].

For many graph matching algorithms, vertex similarity means the similarity
of the labels assigned to the vertices and edges [25]. But in application domains
such as chemistry, proteomics, or image processing, vertex similarity is much
more complex and subjective. For such disciplines, it is critical to study the
spatial properties of vertices, in addition to their labels and connectivity [3].

In this paper, we study the vertex similarity problem for geometric graphs.
We build on our previous work [5, 6] and prove that such a problem is NP-hard in
general. For geometric graphs in 2D space (as common in many application do-
mains), we propose a novel approach to estimate the similarity between different
vertices. Our solution is based on the concept that two vertices are similar when
their direct neighboring vertices are similar. For this, we propose to extract a
feature for each vertex based on the properties of its neighborhood. We use string
edit distance to compute the similarity of two vertices using their features. To
realize this, we propose customized edit operations that utilize spatial properties
and labeling information. Comprehensive empirical studies using real geometric
graph datasets from different application domains are used to demonstrate the
accuracy of our proposed approaches compared to related work.

The remainder of the paper is organized as follows. In Section 2, we survey
related work. Section 3 discusses the problem settings. In Section 4, we propose
our novel approaches to solve vertex similarity for geometric graphs in 2D space.
In Section 5, we present experimental results of our proposed approach. Finally,
Section 6 summarizes the paper.

2 Related Work

Several graph matching algorithms use the Euclidean distance to estimate the
similarity between real-valued labels that are assigned to the vertices and edges
[19,25]. For geometric graphs, the coordinates of the vertices cannot be simply
treated as real-valued attributes since they are measured with respect to the
particular reference axis frame for each graph. This makes the Euclidean distance
incapable of estimating the spatial distance between vertices of two graphs under
a geometric transformation. In addition to this, pure structural graph matching
approaches cannot be applied to geometric graphs because they do not consider
the spatial properties of a graph. Several other approaches have been proposed to
solve the vertex similarity problem for non-geometric graphs [27,28]. However,
for geometric graphs, little can be found in literature. We believe that this is a
consequence of the complexity of the problem in the case of geometric graphs,
which will be discussed in later sections. In the following, we discuss current
approaches to estimate the similarity between vertices of geometric graphs and
divide them into two classes: global and local approaches.

The global approaches extract a feature for each vertex using the overall
graph structure. Algorithms that utilize graph spectra are classified as global
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approaches. The main idea is to extract a feature for each vertex based on the
values of the Eigenvectors. Such features are then used by the Hungarian algo-
rithm for graph matching [22]. To use the same concept for geometric graphs, the
spectra of the weighted adjacency or the weighted Laplacian matrices are used.
The weight of an entry represents the length of an edge, which is computed using
the Euclidean distance between the coordinates of its incident vertices. Then,
eigen-decomposition is used to generate a spectral feature for each vertex, which
is represented by the values of the Eigenvectors with respect to that vertex. Since
graphs with different numbers of vertices create different numbers of Eigenvec-
tors, the spectral features for the vertices are truncated by keeping the values
with respect to the most dominant Eigenvectors [26], i.e., the Eigenvectors that
correspond to the largest Eigenvalues. Based on this, the distance between two
vertices equals the Euclidean distance between their spectral features. A major
drawback of the spectral approach is that it cannot handle labeling information.
Also, such an approach is sensitive to differences in the number of vertices, the
structure of the graph, and the lengths of the edges.

Another global vertex similarity approach is based on the landmark distance
concept [8]. First, a set of vertices from each graph is selected as landmarks.
Then, every vertex from the graph is represented by a feature vector containing
the distances to the landmarks. The distance is measured as the length of the
shortest path between the vertex and a landmark. Then, the distance between
two vertices is computed using the Manhattan distance between their landmark-
based features. The basis of such an approach is the selection of landmarks for
each graph. Cheong et el. [8] propose to use four landmarks as the extreme
vertices in the boundaries of the graph, i.e., peripheral vertices. However, such
an approach is incapable of matching graphs that differ in the number of vertices.

To overcome the problems of the global approaches, local features are ex-
tracted from the neighborhood of each vertex. One of the earliest approaches to
estimate the similarity of different vertices is the histogram-based approach [10,
13,21]. A histogram is created from the spatial properties of the neighborhood
of each vertex. It stores the pair-wise relationships between the edges that are
incident to that vertex, which consists of the ratio of the lengths of the edges
in addition to the angle between them. As a result, the local-feature is a 2D
histogram of edge lengths and angle values. Based on this, the distance between
two vertices is estimated by the distance between their geometric histograms,
which is computed by the x? or the Bhattacharyya distances. Unfortunately, his-
togram approaches face problems in binning and normalization, especially when
dealing with real-valued attributes, i.e., the edge length and the angle value.

Notice that the above approaches extract features that are invariant to ge-
ometric transformations. Another approach to solve vertex similarity is to use
geometric hashing based on the coordinates of the vertices [24]. The basis of this
approach is to create several local frames for the neighborhood of each vertex,
which are defined again by that vertex and its direct neighbors. Then, the coor-
dinates of the vertices in the neighborhood of a vertex are measured with respect
to each local frame. After that, hashing is used to speed up the search for the
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local frame that best estimates the distance between two vertices. Geometric
hashing is efficient in the case of matching vertices that have a homogeneous
transformation, i.e., rigid transformation. But, in the case of inexact matching,
such an approach fails to estimate the similarity of the vertices.

3 General Problem Setting

In our framework, we consider (non-)planar, labeled, undirected geometric graphs
that do not contain self-loops or multi-edges.

Definition 1. (Geometric Graph) A labeled undirected geometric graph G =
(V,E,l,c) consists of a finite set of vertices V, a finite set of edges E CV x V,
a labeling function | : {V U E} — X, assigning a label to every vertex and every
edge from a label alphabet X, and a function ¢ : V. — R?, assigning a coordinate
in R? to every vertex.

Without loss of generality and throughout the rest of this paper, we represent
a geometric graph G as G = (V, E). The size |G| of a graph is the number of
vertices in G. The degree of a vertex v, denoted deg(v), is the number of vertices
that are directly connected to v. The set of direct neighboring vertices of a vertex
v is denoted by N (v).

In our framework, we follow a local-based vertex similarity approach, which
has been proved to give good results for general non-geometric graphs [19, 25].
It is based on the concept that two vertices are similar when their neighbors are
similar. For our framework, we call the neighborhood of a vertex its signature.

Definition 2. (Vertex Signature) Given a vertex v; in a graph G = (V, E),
the vertex signature S(v;) is a subgraph G' = (V',E') of G such that V' =
{vi U {v;|(vi,vj) € E}}. For each vertex v; € V', vj # v, there exists an edge
(vi,vj) € E'. v; is called the oot vertex of S(v;).

After defining the meaning of locality, the similarity between two vertices
is estimated by computing the similarity of their vertex signatures. A function
that quantifies the similarity between two vertex signatures must satisfy geomet-
ric transformations, i.e., two vertex signatures are considered spatially identical
if there is a geometric transformation (rotation, translation, and scaling) that
makes the coordinates of one vertex signature identical to the coordinates of the
other [16]. In addition to this, and for many scientific applications, two similar
objects are often represented by two non-identical graphs. In pattern recognition
applications, acquisition methods often introduce noise in the number of vertices
and their locations. Also, the structure and connectivity of vertices often vary
between graphs representing similar objects. As a result, two vertex signatures
representing similar vertices have differences in the number of neighbors, labeling
information, the lengths of the edges, and the distances between the neighbor-
ing vertices. This leads to the concept of ineract vertex similarity, which will be
detailed in the following section.
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3.1 Vertex Edit Distance

To compute the inexact similarity between two vertex signatures, we adopt the
edit distance concept that is been used in matching strings and graphs [20,
23]. It is defined as the minimum amount of changes that is needed to make a
string or a graph identical to another. We call the edit distance of two vertex
signatures the vertex edit distance (VED). For two vertex signatures S(v) and
S(u), the key idea of the VED is to delete some vertices and edges from S(v),
re-label some other vertices and edges, change the coordinates of some vertices,
and insert some vertices and edges into S(u) such that the two vertex signatures
become identical. For this, we adopt three edit operations: substitution (re-label),
insertion, and deletion. A sequence of edit operations that transfer one vertex
signature to be identical to another is called an edit path. Obviously, there are
many possible edit paths from one vertex signature to another. As a result, the
VED is defined as the distance with the minimum cost of all of them:

Definition 3. (Vertex Edit Distance) Let $(S(v), S(u)) be the set of all geo-
metric transformations between the coordinates of S(v) and S(u), Yy, (S(v), S(u))
be the set of all edit paths between S(v) and S(v) after applying the geometric
transformation ¢;, then the vertex edit distance is defined as:

d(v,u) = cost(p;) (1)

min
$:€0(S(v),S(u)),p; €Yy, (S(v),S(u))

where cost(p;) is the total cost of all edit operations of the path p;

The cost of an edit path depends on the cost of its edit operations, which we
define as the following. The cost of a substitution between two vertices is defined
by the Euclidean distance between their coordinates, the distance between their
labels, and the substitution costs of their edges. The substitution cost between
two edges is defined as the distance between their labels in addition to the
distance between their lengths. The cost of vertex insertion or deletion equals to
a constant a.

Lemma 1. The problem of vertex edit distance for geometric graphs in the R?
space is NP-hard such that d > 2.

In the following, and without loss of generality, we give a sketch proof for the
above lemma in the case of unlabeled geometric graphs.

Proof Sketch: For two unlabeled geometric graphs, we reduce the problem of
inexact point set matching to the problem of vertex edit distance. Let P =
{p1,p2,---»pn} and Q = {q1,¢2,--.,Gm} be two point sets in R? d > 2. The
two point sets are reduced to two vertex signatures in polynomial time as follows.
All points from the point set P become vertices directly connected to a dummy
root vertex v,. The coordinate of v, is computed as the center of the point set P.
In the same way, the points from @) create a vertex signature with a dummy root
vertex v,. The optimal match between P and (@ is the optimal mapping of the
neighbors of v, and the neighbors v,. Non-matched points (vertices) represent
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the insertion and deletion operations. A substitution operation is indicated by a
correspondence from one point to another.

The problem of inexact point set matching in the R? space is proved to
be NP-hard [4] where d > 2. As result, the problem of computing the optimal
solution of vertex edit distance for geometric graphs in R? space is also NP-hard.

O

4 Vertex Similarity for 2D Geometric Graphs

In this section, we propose an approximate solution to the VED problem for
geometric graphs in 2D space, which can be computed in O(mnlogn), such
that n and m are the numbers of edges for two vertex signatures. For this, we
require that the edges of a vertex signature are sorted in counter-clockwise order
around the root vertex. As a result, the feature that is extracted from each vertex
signature is a cyclic string that is defined as follows:

Definition 4. (Spatial Feature) Given a geometric graph G = (V,E,l, ¢),
the spatial feature F, for the vertex signature S(v) is a cyclic string F, =
[f1, f2,- -+, fn], n=deg(v), such that each token f; is defined as:

.fi = (|6i|, Leiei_l, l(ei), l(vz))

where |e;| denotes the length of the edge e;, Ze;e;—1 denotes the angle between
the edges e; and e;—1 in counter-clockwise order, l(e;) is the label of edge e;, and
1(v;) s the label of the neighboring vertex incident to edge e;.

The feature is created by selecting an edge from the vertex signature and
going over the rest of the edges in a counter-clockwise order. For a vertex signa-
ture of n edges, there will be n different ways to represent its feature. However,
all of them are considered equivalent with a cyclic shift from one to another.

Once the spatial features are represented as cyclic strings, the VED between
two vertex signatures is estimated by the cyclic string edit distance (CS) [17],
which is a natural extension to the string edit distance. A naive approach to
solve it runs in O(nm?), where n and m are numbers of edges for two vertex
signatures. This is done by applying the algorithm by Wagner and Fisher [23]
to the first spatial feature and all cyclic shifts of the second one. Maes in [17]
proposed a faster solution to the cyclic string edit distance that runs in time
O(nmlogm). So, the cyclic string edit distance gives an approximate solution
to the VED problem with a runtime complexity of O(nm logm).

To utilize the CS approach, we define three edge edit operations: substitu-
tion, insertion, and deletion. We propose edit operations that combine spatial
attributes and labeling information. In the following we discuss two sets of edit
operations. The first one computes the edit operations based on the absolute
values of the edge length and the angel value. The second one uses a polar dis-
tance based on the lengths of two edges and the angle between them.
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Edit operations using the Manhattan distance

Given two vertex signatures S(v) and S(u) such that n = |S(v)| and m =
[S(w)], let edge e; € S(v), edge e; € S(u), fi = (lei], Leiei—1,l(ei), U (vi)), f; =
(lejl, Zejej—1,1(ej),l(u;)), then, the substitution v(f; — f;) is defined as:

V(fi = ) = do(fi, £5) + ds(fi, f5) ()

In the case of labeled graphs, the function dr(f;, f;) computes the distance
between the label of edge e; and the label of e; in addition to the distance
between the labels of the vertices that are incident to them, i.e., v; and u;. The
function ds(f;i, f;) calculates the spatial distance based on the angle and the
edge length. For an edge e, let 6. and [. denote the angle and edge length, as
defined earlier in Definition 4. The function dg is formally defined as follows:

._ |6€t — 06;“ Le, lej

dslfir 1) 2 - Shotlen  2penle ®)

The angles and edge lengths at a vertex signature are normalized, as can be
seen by the denominators used in the above equation. An angle is normalized
by 27 since the sum of angles at a local signature sums up to this value. Also,
an edge length is normalized by the sum of edge lengths at a local signature.
For example, for a local signature S(v), the edge length normalization factor is
ﬁil%, where n is the number of edges connected to v.

In the following, we define the insertion and deletion operations. Let A rep-
resent the null (non-existent) edge, then the insertion (A — f;) and deletion
~v(fi = A) with respect to f; are defined as follows:

A ) =0 = e+ (G ) 0
™ Zk:l lek

The cost of edge insertion or deletion is computed based on the angle value,
edge length, and labeling information. For labeled graphs, the function ¢ defines
the cost of inserting or deleting the label assigned to that edge in addition to
the label assigned to its incident vertex.

For unlabeled graphs, the cost of an edit operation lies in the range [0,2].
This is because each of the angle value and edge length is normalized to the
range [0,1]. For labeled graphs, the range increases depending on the range of
the function dy, for the substitution operation and ¢ for the insertion and deletion.

Edit operations using polar coordinate
The second set of edit operations shares many similarities with the previously

defined edit operations. However, the spatial distance between two vertex signa-
tures is computed based on the polar distance between the neighboring vertices
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of two vertex signatures. Given two vertex signature S(v) and S(u), let edge
e; € S(v) and edge e; € S(u). The substitution cost v(f; — f;) is defined as:

V(i = f3) = do(fis f£5) + ds(fi, £5) ()

In the case of labeled graphs, the function dr(f;, f;) computes the distance
between the label of edge e; and the label of e;. It also computes the distance
between the label of the neighboring vertex connected to e; to the label of the
one connected to e;. The function dg(f;, f;) calculates the spatial distance based
on the angles and the lengths of the edges. For an edge e, let 8. denote the angle
between e and the previous edge in a counter-clockwise order, and let [, denote
the edge length. The function dg is defined as:

ds(fir f5) = \J12. + 12, = 2 1,1, cos([6., — 0., (6)

The substitution cost is defined as the distance needed for the neighboring
vertex of edge e; to align with the neighboring vertex of e;. This can be seen
as the polar distance between them such as the polar axis for each vertex is the
edge that precedes it in the counter-clockwise order. Analogously, we define the
insertion and deletion operations. Let A represent the null (non-existent) edge.
Then, the insertion vy(A — f;) and deletion v(f; — \) with respect to f; are
defined as:

YA = fi) =7(fi = A) = clfi) + e, (7)

The cost of edge insertion or deletion is computed based on the edge length

(le,). For labeled graphs, the function ¢ defines the cost of inserting or delet-

ing the label assigned to the edge e; in addition to the label assigned to the
neighboring vertex connected to e;.

5 Evaluation

In this section, our proposed approach to the vertex similarity problem and its
usage for graph matching is empirically evaluated. We use three different data
sets: 1) Chinese characters [1], 2) the COIL-100 image data set [18], and 3)
the CMU house and hotel image data sets [2]. Besides coming from different
application domains, our data sets vary in many aspects such as the size of the
data set, the number of classes (in case geometric graphs have been assigned to
classes), as well as the number of vertices and edges.

We compare our algorithms (CSv1), which uses the first set of edit opera-
tions, and (CSv2), which uses the second set of edit operations, with three other
approaches: a graph spectral approach (SP) [22,26], a geometric histogram of
the pair-wise relations between the edges in the neighborhood of a vertex (GH)
[14,21], and a unary vertex distance function based on only the coordinates of
the vertices (CO) such as neither global nor local structural information is used.
We test such an approach to evaluate the effect of using the coordinates of the
vertices on their similarities.
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To evaluate the different approaches, we embed them in a unified graph
matching algorithm. It consists of two steps. First, a vertex-to-vertex distance
matrix is created using any of the previous approaches. Second, the Hungarian
algorithm [15] is used to select the best match between the two graphs. Since all
the approaches use the Hungarian algorithm for graph matching, the differences
in the matching results are affected only by the approach that is used to estimate
the similarity between two vertices.

To evaluate the performance of a vertex similarity approach, we use two cri-
teria. The first one is the effect of vertex similarity on a graph similarity metric.
This is evaluated by embedding the graph matching algorithm in a classifica-
tion task. The higher the classification accuracy the better the vertex similarity
approach. To create a graph distance metric, we follow a graph edit distance
approach. This means that the distance between two graphs consists of the cost
of the match between them, i.e., the substitution cost, in addition to the cost of
inserting the unmatched vertices. The second criterion is the selectivity power,
which means that a vertex similarity approach reflects the similarity notion of
an application domain. This is measured by the quality of the match computed
by the graph matching algorithm.

5.1 Graph Similarity and Classification

In this section, we evaluate the relation between different vertex similarity ap-
proaches and graph similarity in general. To measure this, we test the different
approaches in a graph classification task. In our experiments, we used the first
nearest neighbor classifier (1-NN) based on the similarities of the graphs. For this
experiment, we use the COIL-100 data set [18], which consists of images of 100
different objects taken at different degrees. A geometric graph is then extracted
from each image. From 3900 graphs, we select 2900 for training, 29 graphs for
each object. For testing, we select 1000 graphs, 10 graphs for each object. We
also use the Chinese data set [1], which contains a total of 9384 characters that
belong to 6 different fonts, i.e., 1564 characters from each font. A test data set of
1564 graphs is extracted from the Dotum Korean font. The remaining five fonts
build a training data set of 7820 graphs. Ideally, for a query character, its most
similar character from the train data set should have the same Unicode.

Figure 1(a) shows the classification accuracies for the COIL-100 data set
for the different approaches. The lowest classification accuracy is for the SP
approach. This is because spectral approaches are sensitive to the changes in the
number of vertices in addition to their spatial properties. We conclude that a
local-based vertex similarity approach is better than a global-based one. The best
classification accuracy is for the CSv2+CS approach, followed by the CSv2
approach. Notice that the use of invariant spatial features by our approaches
(CSv1 and CSv2) gives better results than using the coordinates of the vertices
(CO). However, combining both of them gives the best result.

The classification accuracy for the Chinese data set is shown in Figure 1(b).
Also, for this data set, the best results is for the CO+CSv2 approach. On the
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Fig. 1: Classification accuracy for different vertex similarity approaches.

other hand, the CSv1 and CSv2 approaches are much better than CO alone.
The lowest classification accuracy is for SP and GH.

From these two data sets we conclude that using invariant spatial features is
better than using only the coordinates of the vertices. However, still the coordi-
nates of the vertices can be used to give good graph matching results for many
applications. Also, using the second set of edit operations, i.e., CSv2, gives bet-
ter results that the first set. i.e., CSv1. This is justified since CSv1 gives the
same weight for the differences in the angle value and the edge length.

5.2 Graph Matching

In this section, we evaluate the quality of the match computed by the graph
matching algorithm. Higher matching quality indicates higher selectivity power
for a vertex similarity approach. We use the matching accuracy to estimate the
quality of a match. It is defined as the number of correct matches, computed by
a matching algorithm, over the actual total number of correct matches. For this
test, we use the CMU hotel and house data sets. They contain images for a toy
house and hotel, subjected to rotation in 3D. For each data set, we match all
images spaced at 10, 20, 30, 40, 50, 60, 70, 80, and 90 in the rotation sequence,
and compute the average matching accuracy.

From Figures 2(a) and 2(b), one can see that for all the approaches, the
matching accuracy decreases when the distance in the rotation sequence between
the images increases. This is a consequence of the increase in the structural
differences between the geometric graphs. The lowest matching accuracy is for
the SP approach, which is sensitive to the changes in the structure of the graphs.
The best matching accuracy is for the CSv2 and CO. However, CO+CSv2 is
not always better than using each of the single approaches alone. Also, the
matching accuracy of CSv2 is better than the one of CSv1. This means that
using the polar distance gives better results than using just the absolute values
of the length of the edge and the angle value.
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Fig. 2: Matching quality for the CMU hotel/house data sets.

6 Conclusions

In this paper, we discussed the problem of vertex similarity for geometric graphs.
Our focus is on local-based vertex similarity approaches, which use the proper-
ties of the neighborhoods of the vertices to estimate their similarities. One of the
main results that we introduced is the sketch proof that the problem of vertex
similarity for geometric graphs is NP-hard in general. On the other side, we pro-
posed an algorithm to approximate the similarity between vertices for geometric
graphs in 2D space. Our solution utilizes the property that the direct neighbors
of a vertex has a total order, which is a consequence of the embedding of the
neighboring vertices in 2D space. To find the similarity between two vertices,
first, a spatial feature is extracted, which is a cyclic string of the lengths of the
edges in addition to the angles between them. After that, the cyclic string edit
distance is used to estimate the similarity of different vertices. For this, we pro-
posed edit operations that utilize spatial properties and labeling information.
We demonstrated the accuracy of our approach using different real-world data
sets from image processing and character recognition. We also showed that our
approach compares favorably to existing vertex similarity techniques.
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