Towards Ambient Search *

Stephan Radeck-Arneth!-2, Chris Biemann?, and Dirk Schnelle-Walka'

1 Telecooperation, Dep. Computer Science, TU Darmstadt, Germany
2 Language Technology, Dep. Computer Science, TU Darmstadt, Germany

Abstract. In ongoing discussions participants tend to pick up their smart phones
to retrieve relevant information for clarification, severely hampering the flow of
the discussion. We introduce ambient search as a variant of information retrieval
where a system unobtrusively provides relevant information snippets in the back-
ground without the need to steer devices actively. In this demo paper, we describe
a first prototype of our ongoing research activities towards such a system.

1 Introduction

Phubbing describes a social problem where others are being ignored in favor of a mobile
phone [3]. This may be done to retrieve information for clarification of facts for the
current discussion, but still hampers the flow of conversation. We propose a system,
which follows the discussion and returns related information in the background without
requiring users to pick up and actively interact with devices. We define this as ambient
search, featuring (i) real time information retrieval, (ii) presentation of topic-related
information snippets and (iii) passive behavior. The system will unobtrusively present
topic-related information snippets while the discussion continues. The dialog partners
may or may not use them to collaboratively retrieve more detailed information.

We place ambient search into the continuum between Human Computer Interaction
and Information Retrieval (IR). In this paper we introduce our first efforts towards the
realization of such a system.

2 Related Work

Anzalone et al. [1] introduced a topic recognition system for social robots. They define
TF-ITF to calculate the relevance per word to predefined topics. The definition relates
to TF-IDF that describes the relevance of words to a document. Similarly, words with a
high TF-ITF weight are considered to be more relevant for a topic. They also consider
topic recognition to be helpful in the presence of speech recognition errors. Along these
lines, Stas et al. [8] suggested an algorithm to build robust language models for a spe-
cific domain. They separated heterogeneous text data into binary domain classes that
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improved the model perplexity for a transcription and dictation system for the Slovak
language. Such a strategy might be helpful in detecting topics and improve recognition
accuracy.

Snippets are a well-known strategy for text summarization [6] and feature charac-
teristics of dynamic summaries. Consequently, their computation needs to be fast since
they cannot be precomputed off-line and must be synthesized based on the query results.

Personalized IR systems are, amongst others, investigated by Jeh et al. [4]. They
extended the well-known PageRank algorithm to a personalized form.

3 Approach
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meaningful parts. For now, we restrict this to detection of nouns. We are currently inves-
tigating the appropriateness of the selection process and strategies to combine the most
recent nouns in the streams into subsets with various logical operators for an optimized
balance between precision and coverage. Moreover, this module queries a structured
document collection for a set of related documents. A snippet filter is responsible for
filtering these documents to snippets, i.e. the relevant passages within a document. A
formatter then highlights the topic identifiers (nouns in our case) to make the appear-
ance more comprehensible. Hence, we expect users to be able to easily understand the
causal relation between speech and the presented results. At this stage of development,
we do not consider possible problems as a result of context switches during discussions
or cross-talk.

We see the following advantages of this approach: (i) The assistant stays in the
background without disturbing the user. (ii) The user can access the displayed snip-
pets on demand. (iii) The snippet continuously updates the available snippets. However,
these advantages will have to be validated in user studies.

Our current prototype provides basic implementations for all needed components
and enables us to get first experiences with ambient search. We employed Sphinx [5]
for ASR using our own models for German [7]. Nouns are identified by a pretree-
based POS-Tagger [2]. For the document collection we are using the German Wikipedia
indexed by Solr>.

3 http://lucene.apache.org/solr/
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4 Conclusion & Future Work

We took the first steps towards our vision of ambient search as a basis for further inves-
tigation. Future and ongoing research activities cope with extracting appropriate key-
words from the dialog stream. For this, we are currently inspecting transcribed dialogs
to find possible strategies and we are developing an automated evaluation framework.
Furthermore we are looking into user interaction with ambient search and its applicabil-
ity to group discussions. Another important task we have to tackle for making ambient
search practicable is to improve ASR performance, especially in noisy environments.
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