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Abstract. When analysing large RDF datasets, users are left with two
main options: using SPARQL or using an existing non-RDF-specific big
data language, both with its own limitations. The pure declarative na-
ture of SPARQL and the high cost of evaluation can be limiting in some
scenarios. On the other hand, existing big data languages are designed
mainly for tabular data and, therefore, applying them to RDF data re-
sults in verbose, unreadable, and sometimes inefficient scripts. My PhD
work aims at enhancing programmability of big RDF data. The gaol is
to augment the existing tools with a declarative dataflow language that
focuses on the analysis of large-scale RDF data. Similar to other big data
processing languages, I aim at identifying a set of basic operators that
are amenable to parallelisation and at supporting extensibility via user-
defined custom code. On the other hand, a graph-based data model and
support for pattern matching as in SPARQL are to be adopted. Giv-
ing the focus on large-scale data, scalability and efficiency are critical
requirements. In this paper, I report on my research plan and describe
some preliminary results.

1 Problem Statement

Petabytes and terabytes datasets are becoming commonplace, especially in in-
dustries such as telecom, health care, retail, pharmaceutical and financial ser-
vices. To process these huge amounts of data, a number of distributed com-
putational frameworks have been suggested recently [7,13,31]. Furthermore,
there has been a surge of activity on layering declarative languages on top
of these platforms. Examples include Pig Latin from Yahoo [16], Dryad LINQ
from Microsoft [30], Jaql from IBM [3], HiveQL from Facebook [27] and Me-
teor/Sopremo [11].

In the Semantic Web realm, this surge of analytics languages was not reflected
despite the significant growth in the available RDF data. To analyse large RDF
datasets, users are left mainly with two options: using SPARQL [10] or using an
existing non-RDF-specific big data language. I argue that each of these options
has its own limitations.

SPARQL is a graph pattern matching language that provides rich capabilities
for slicing and dicing RDF data. The latest version, SPARQL 1.1, supports
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also aggregation and nested queries. Nevertheless, the pure declarative nature
of SPARQL obligates a user to express their needs in a single query. This can
be unnatural for some programmers and challenging for complex needs [15,9].
Furthermore, SPARQL evaluation is known to be costly [18, 23] and requires all
data to be transformed into RDF beforehand.

The other alternative of using an existing big data language such as Pig
Latin or HiveQL has also its own limitations. These languages were designed for
tabular data mainly, and, consequently, using them with RDF data commonly
results in verbose, unreadable, and sometimes inefficient scripts [21].

My PhD work aims at enhancing programmability of big RDF data.
The gaol is to augment the existing tools with a declarative dataflow language
that focuses on the analysis of large-scale RDF data. Similar to other big data
processing languages, I aim at identifying a small set of basic operators that
are amenable to parallelisation and at supporting extensibility via user-defined
custom code. On the other hand, a graph-based data model and support for
pattern matching as in SPARQL are to be adopted. Giving the focus on large-
scale data, scalability and efficiency are critical requirements. Moreover, I intend
to work towards relaxing the prerequisite of full transformation of non-RDF data
and facilitating processing of RDF and non-RDF data together.

2 Relevancy

Data is playing a crucial role in societies, governments and enterprises. For in-
stance, data science is increasingly utilised in supporting data-driven decisions
and in delivering data products [14,20]. Furthermore, scientific fields such as
bioinformatics, astronomy and oceanography are going through a shift from
“querying the world” to “querying the data” in what commonly referred to as
e-science [12]. The main challenge nowadays is analysing the data and extracting
useful insights from it.

Declarative languages simplify programming and reduce the cost of creation,
maintenance, and modification of software. They also help bringing the non-
professional user into effective communication with a database [5]. In 2008, the
Claremont Report on Database Research identified declarative programming as
one of the main research opportunities in the data management field [1].

My PhD work intends to facilitate analysing large amount of RDF data by
designing a declarative language. The fast pace at which the data is growing
and the expected shortage in people with data analytical skills [6], make users’
productivity of paramount importance. Moreover, By embracing the process of
RDF and non-RDF data together, my hope is to increase the utilisation of the
constantly growing size of RDF data.

3 Related Work

A large number of declarative languages were introduced recently as part of the
big data movement. These languages vary in their programming paradigm, and in



their underlying data model. Pig Latin [16] is a dataflow language with a tabular
data model that also supports nesting. Jaql [3] is a declarative scripting language
that blends in a number of constructs from functional programming languages
and uses JSON for its data model. HiveQL [27] adopts a declarative syntax
similar to SQL and its underlying data model is a set of tables. Other examples
of languages include Impala!, Cascalog?, Meteor [11] and DryadLINQ [30]. [26]
presented a performance as well as language comparison of HiveQL, Pig Latin
and Jaql. [22] also compared a number of big data languages but focuses on their
compilation into a series of MapReduce jobs.

In the semantic web field, SPARQL is the W3C recommended querying lan-
guage for RDF. A number of extensions to SPARQL were proposed in the liter-
ature to support search for semantic associations [2], and to add nested regular
expressions [19] for instances. However, these extensions do not change the pure
declarative nature of SPARQL. There are also a number of non-declarative lan-
guages that can be integrated in common programming languages to provide
support for RDF data manipulation [17,25]. In the more general context of
graph processing languages, [29] provides a good survey.

4 Research Questions

A core part of a declarative language is its underlying data model. A data model
consists of a notation to describe data and a set of operations used to manipulate
that data [28]. SPARQL Algebra [18] is the data model underlying SPARQL.
SPARQL Algebra cannot be used as an underlying model for the declarative
language I am working on for the following reasons:

— It is not fully composable. The current SPARQL algebra transitions from
graphs (i.e. the initial inputs) to sets of bindings (which are basically tables
resulting from pattern matching). Subsequently, further operators such as
Join, Filter, and Union are applied on sets of bindings. In other words,
the flow is partly “hard-coded” in the SPARQL algebra and a user cannot,
for instance, apply a pattern matching on the results of another pattern
matching or “join” two graphs. In a dataflow language, the dataflow is guided
by the user and cannot be limited to the way SPARQL Algebra imposes.

— It assumes all data is in RDF.

— The expressivity of SPARQL comes at the cost of high evaluation complex-
ity [18,23].

Therefore, the main challenge is to define an adequate data model that em-
braces RDF and non-RDF data and strikes a balance between expressivity and
complexity. Accordingly, my research questions are:

RQ1: What is the appropriate data model to adopt?
RQ2: How do we achieve efficient scalable performance?
RQ3: How do we enable processing of RDF and non-RDF data together?
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5 Hypotheses

We introduce several hypotheses that we would like to test in our research.

H1: A new data model can be defined to underlie a dataflow language for RDF
data. The expressivity and complexity of this data model can be determined.

H2: Algebraic properties of the new data model can be exploited to enhance
performance.

H3: Scalable efficient performance can be achieved by utilising state-of-the-art
distributed computational frameworks.

H4: Integrating transformation to RDF as part of the data processing enables
processing RDF and non-RDF data together and can eliminate the need of
full transformation to RDF.

6 Approach & Preliminary Results

We had an initial proposal for a data model and a dataflow language. Our goal
is to iteratively refine the model (H1, H2) and our implementation (H3) and
then extend it to include non-RDF data and data transformation (H4). The
next two subsections summarise our preliminary results.

6.1 RDF Algebra

RDF Algebra is our proposed data model. This algebra defines operators similar
to those defined in SPARQL algebra but that are fully composable. To achieve
such composability, the algebra operators input and output are always a pair
of a graph and a corresponding table (H1). The core set of expressions in this
algebra are: atomic, projection, extending, triple pattern matching, filtering,
cross product and aggregation. The syntax and the semantics of these expressions
have been formally defined and their expressivity in comparison to SPARQL is
captured by the following lemma.

Lemma 1. RDF Algebra expressions can express SPARQL 1.1 basic graph pat-
terns with filters, aggregations and assignments.

We have also started to study some unique algebraic properties of our data
model (H2). Cascading triple patterns and joins in the RDF algebra results in
some unique optimisation opportunities. Therefore, we defined a partial order-
ing relationship between triple patterns to capture subsumption among results.
Consequently, evaluation plans can be optimised and intermediary results can
be reused in order to enhance evaluation performance (H3).

The innovative part of this model is the pairing of graphs and tables, which,
to the best of our knowledge, was not reported in the literature before. This
ensures full composability and can potentially accommodate tabular data (with
empty graph component that can be populated via transforming the tabular
data only when necessary) (H4).



6.2 SYRql, A Dataflow Language

Our current dataflow language that is grounded in the algebra defined before is
called SYRql. A SYRql script is a sequence of statements and each statement
is either an assignment or an expression. The syntax of SYRql borrows the use
of “— > syntax from Jaqgl to explicitly show the data flow. Whereas pattern
matching in SYRql uses identical syntax to basic graph patterns of SPARQL.
SPARQL syntax for patterns is intuitive, concise and well-known to many users
in the Semantic Web field. We hope that this facilitates learning SYRql for many
users.

The current implementation® uses JSON* for internal representation of the
data. Particularly, we use JSON arrays for bindings and JSON-LD [24] to repre-
sent graphs. SYRql scripts are parsed and then translated into a directed acyclic
graph (DAG) of MapReduce jobs (H3). Sequences of expressions that can be
evaluated together are grouped into a single MapReduce job. Finally, the graph
is topologically sorted and the MapReduce jobs are scheduled to execute on the
cluster. Our initial performance evaluation showed comparative performance to
well-established languages such as Pig Latin and Jaql (Figure 1).
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Fig. 1. Query processing times
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7 Evaluation Plan

We are currently conducting a formal study of the data model, its algebraic
properties, its complexity and expressivity. We plan to compare it to First-Order
Logic languages (H1, H2).

For performance evaluation, we have started comparing response time that
our implementation provides to that of SPARQL and existing big data languages
(H3). Figure 1 shows initial results. The benchmark we used is based on the
Berlin SPARQL Benchmark (BSBM) [4] that defines an e-commerce use case.
Specifically, we translated a number of queries in the BSBM Business Intelligence
usecase (BSBM BI)® into equivalent programs in HiveQL, Pig Latin and Jaql.
To the best of our knowledge, this is the first benchmark that uses existing big
data languages with RDF data.

Furthermore, we plan to use some data manipulation scenarios from bioinfor-
matics research to guide requirement collection for processing RDF and non-RDF
data (H4). We plan to conduct a performance evaluation and a user study to
evaluate our work on this regards.

8 Reflections

We base our work on a good understanding of Semantic Web technologies as
well as existing Big Data techniques and languages. The initial results we have
collected are promising. Nevertheless, the current implementation leaves rooms
for improvements. We plan to use RDF compression techniques such as HDT (8]
and to experiment with distributed frameworks other than MapReduce such as
Spark. Finally, we believe that our data model and its algebraic properties can
yield fruitful results that can further be applied in tasks like caching RDF query
results, views management and query results reuse.
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