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ABSTRACT
In this paper, we describe our approach and its results for
MediaEval 2014 Retrieving Diverse Social Images Task. The
basic idea of our proposed method is to filter out non-relevant
images at the beginning of the process and then construct
a hierarchical tree which allows to cluster the images with
different criteria on visual and textual features. Experimen-
tal results shown that it is stable and has little fluctuation
with the number of topics.

1. INTRODUCTION
In MediaEval 2014 Retrieving Diverse Social Images task

[2], participants are provided with sets of images retrieved
from Flickr, where each set is related to a location. However,
these sets are normally noisy and redundant, thus, the goal
of this task is to refine the initial results by choosing a subset
of images that are relevant to the queried location but re-
porting different views of the location, various perspective,
different daytimes (e.g., night and day), etc.

The basic idea of the proposed method is to filter out
the non-relevant images at the beginning based on the rules
of the task and then use for clustering the BIRCH algo-
rithm [4], that builds a hierarchical structure where nodes
are the images, and edges represent the similarity between
the linked nodes. This structure allows creating different
clusters, according to the criteria used, and can also be used
to remove outliers, i.e., non-relevant images that were not
filtered out during the first step.

2. METHODOLOGY
The proposed method contains 4 steps (see Fig. 1):

• Step 1. Pre-filtering: The goal of this step is to filter
out outliers by removing images that are considered
as non-relevant. We consider an image as non-relevant
by defining the following rules: (i) it contains people
as main subject; (ii) it was shot far away from the
queried location; (iii) it received very few number of
views on Flickr; and (iv) it is out-of-focus or blurred.
Condition (i) can be detected by the proportion of the
human face size with respect to the size of the image.
In our method, Luxand FaceSDK 1 is used as a face

1http://luxand.com/
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Figure 1: Schema of the proposed method

detector. Conditions (ii) and (iii) can be computed
exploiting the provided user credibility information. In
order to detect blurred images (rule (iv)), we estimate
the focus by computing the sum of wavelet coefficients
and decide if it is out-of-focus following the method in
[1]. After this step, all the images left are considered
as relevant and are passed to the next step;

• Step 2. Hierarchical Clustering: In this step, we use
the BIRCH clustering algorithm [4] on the provided
visual and textual features. BIRCH allows to obtain
an initial clustering result in large datasets with very
low computational costs. Images that are similar to
each other based on global visual features and textual
information after this step are grouped into the same
cluster or the same branch of the hierarchical tree;

• Step 3. Tree Refining: thanks to the initial tree con-
structed in the previous step, isolated clusters can be
easily removed or merged to other branches by updat-
ing the tree, without modifying the clusters;

• Step 4. Result Re-ranking: the clusters are sorted
based on the number of images, i.e., clusters contain
more images are ranked higher. In each cluster, the im-
age uploaded by the user who has highest visual score
is selected as the first image. If there are more than
one image from that user, the image closest to the cen-
troid is selected. The second image is the one which



Table 1: List of features used in the submitted runs.
Visual features Text features User credibility Other features

Run 1 CNM, GCD, HOG, GLBP - - -
Run 2 - TF-IDF - -
Run 3 CNM, GCD, HOG, GLBP TF-IDF - -
Run 4 - - All credibility information -
Run 5 CNM, GCD, GLBP TF-IDF views, visual score HOG2x2, f-Score, face size, GPS

Table 2: Run performances on Development set.
Runs P@20 CR@20 F1@20
Run 1 0.7783 0.4441 0.5592
Run 2 0.7017 0.4245 0.5215
Run 3 0.8000 0.4013 0.5266
Run 4 0.6933 0.4116 0.5084
Run 5 0.8367 0.4488 0.5737

has the largest distance to the first image. The third
image is chosen as the image with the largest distance
to both the first 2 images, and so on.

Several similarities and metrics have been used: for the
provided visual information, we use Euclidean distance, while
with textual information, we use cosine similarity. About
geo-tagged images, Haversine formula is used to compute
the geographical distance between two locations.

3. RESULTS AND DISCUSSION
In order to find the best combination of features and pa-

rameters (the number of clusters, the inner parameters of
BIRCH, and the thresholds to determine the outliers), we
ran our model for all the provided features together with our
own features. According to the results, we choose the best
features and parameters for each run and applied to the test
set as follows:

• Run 1 (Visual): Color naming (CNM), color descriptor
(GCD), histogram of oriented gradients (HOG) and lo-
cal binary pattern (GLBP) are used. In Step 4, since
we cannot exploit user credibility information, the cen-
troid of each cluster is selected as the first image.

• Run 2 (Text): The parameters are chosen similar to
Run 1, but we used only TF-IDF information and mea-
sure the distances by cosine similarity.

• Run 3 (Visual+Text): The method is applied on the
combined features from Run 1 and Run 2 where TF-
IDF is used first, then the visual features with Eu-
clidean distance are applied after.

• Run 4 (User credibility): Please notice that this run
is allowed to use only the user credibility information,
thus the proposed method is not applied. In this run,
we clustered the images by user. The order of the
clusters is ranked based on the visual score (i.e., the
cluster belong to the user with highest visual score
will be selected first), then by face proportion, and so
on with all the user credibility information. For each
cluster, images are selected based on the number of
views, i.e., the image with highest number of views is
selected as the first image.

Table 3: Run performances on Test set.
Runs P@20 CR@20 F1@20
Run 1 0.7561 0.4439 0.5510
Run 2 0.7232 0.4247 0.5289
Run 3 0.7179 0.4191 0.5233
Run 4 0.7175 0.4238 0.5252
Run 5 0.8512 0.4692 0.5971

• Run 5 (All features): All steps in the proposed method
are applied in this run. In Step 1, outliers are detected
as follows: (i) the face size is bigger than 10% with
respect to the size of the image, (ii) images that were
shot farther than 15kms, (iii) images that have less
than 25 views, and (iv) images that have f-score (focus
measure) smaller than 20. In Step 2, a similar clus-
tering as Run 3 is applied. About the visual features,
we replace the provided HOG features by HOG2x2 as
presented in [3].

Table 1 summarizes all the features that have been used in
our runs. With the mentioned selected features and param-
eters, we obtained the highest F1@20, the official metrics of
the task. In particular we obtain the best results at Run 5
on both development and test sets with F1@20 values of
0.57 and 0.6, P@20 values of 0.84 and 0.85, and CR@20
values of 0.45 and 0.47, respectively. All scores on develop-
ment set are reported in Table 2 while Table 3 shows the
results on the test set for all runs. It can be noticed that
visual features are crucial for achieving good performances
(second best result). According to the results, we can state
that the performances on test set and development set are
consistent, proving that the proposed method is stable and
has little fluctuation with the number of topics.
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