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Abstract. In Model-Driven Engineering, the potential advantages of using bidi-
rectional transformations are largely recognized. Despite its crucial function, bidi-
rectionality has somewhat limited success also because of the ambivalence con-
cerning non-bijectivity. In fact, in certain situations more than one admissible
solution is in principle possible, despite most of the current languages generate
only one model at time, possibly not the desired one.
In this paper, we propose to manage non-determinism during the design pro-
cess. The approach aims to analyze bidirectional transformations with the pur-
pose to detect ambiguities and support designers in solving non-determinism in
their specification.

1 Introduction

In Model-Driven Engineering (MDE) [18] bidirectionality in transformations has been
always regarded as a key mechanism [20]. Its employment comprises mapping models
to other models to focus on particular features of a system, simulate/validate a given
application, and primarily keeping a set of interrelated models synchronized or in a
consistent state. Despite its relevance, bidirectionality has rarely produced anticipated
benefits as demonstrated by the lack of a language comparable to what ATL1 represents
for unidirectional transformations. Among the reasons why bidirectional techniques had
limited success there is the ambivalence concerning non-bijectivity: when bidirectional
transformations are non-bijective, there may be multiple update policies to transform
two models into a consistent state, introducing uncertainty and non-determinism [8].

Most current languages are able to generate only one model. Thus, non-injective
transformations involved in round-tripping can give rise to results, which are some-
what unpredictable. In these cases, the solution is normally identified according to
heuristics, language implementation decisions and/or to the order the rules are writ-
ten, as it happens with Medini [14] and ModelMorf [15]. Recently, few declarative ap-
proaches [6, 12, 4] to bidirectionality have been proposed; they are able to cope with the
non-bijectivity by generating all the admissible solutions of a transformation at once.
Among them, the Janus Transformation Language [6] (JTL) is a model transformation
language specifically tailored to support bidirectionality and change propagation. Its
semantics relies on Answer Set Programming (ASP) [9] in order to generate multiple
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models. However, the JTL transformation engine is not able to detect non-deterministic
rules, i.e., rules that can give place to multiple solutions, at static-time.

There have been several works analyzing semantic issues and idiosyncrasies of bidi-
rectional model transformations. [21] emphasizes the need of a clear semantics to grant
developers full control about what the transformation does. The author goes even further
by claiming that a transformation must be deterministic in order to ensure that devel-
opers will find the transformation behavior predictable. However, there exists cases in
which designers are not able to disambiguate their transformations. In fact, they may
lack the information needed beforehand to take appropriate design decisions. Moreover,
very often the non-determinism in a transformation becomes evident only after its ex-
ecution, especially if the language implementation resolves latent ambiguity by means
of default strategies whose behavior is unclear to developers.

In this paper, we present an approach to statically detect non-determinism in bidi-
rectional transformations, i.e., without executing them. To this end, Answer Set Pro-
gramming (ASP) [9] is exploited to realize a logic environment for the analysis of bidi-
rectional transformations. In particular, transformations are translated into logical rules
and constraints able to analyze the behavior of the transformation with an emphasis on
non-determinism. The approach aims to support designers in solving non-determinism
in their specifications by detecting the rules that give place to alternative solutions at
design time2.

The paper is organized as follows. Section 2 introduces the problem by means of
an example. Section 3 describes the static analysis of bidirectional transformation. Sec-
tions 4 and 5 present the proposed approach and show it in practice. Section 6 describes
related work. Finally, Section 7 draws some conclusion and future work.

2 A motivating example
Non-determinism is a frequent aspect which affects model transformation design and
implementation. In this section, we describe how ambiguous mappings in a model trans-
formation may cause multiplicity in the generated solution, i.e., to somewhat a form of
uncertainty.
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Fig. 1: The UML model (a) and the correspondent RDBMS model (b)

Scenario Let us considering a typical round-trip problem based on a non-bijective
class diagram to relational data base (UML2RDBMS) benchmark scenario [7, 10]. Only

2 Note that, the proposed analysis environment is general as does not depend on the JTL engine



persistent classes are mapped to correspondent tables and their attributes to columns in
the tables, including inherited attributes. In order to preserve all the information of the
source diagram, attributes of non-persistent classes have to be distributed over those
tables stemming from persistent classes which access non-persistent ones.

The UML model in Fig. 1(a) shows the package university that is composed
of an inheritance hierarchy of classes, whereas the correspondent schema is depicted
in Fig. 1(b). Let us suppose that the generated model is manually modified (e.g., for
satisfying new requirements) as depicted in Fig. 2(a): a new column email has been
added in the table employer. This gives place to an interesting situation since such
modifications can be reflected to the source model in Fig. 1(a) in three alternative ways:
the attribute (corresponding to the manually added column) can be a member of the
class employer or with each of parent classes worker and person, as in Fig. 2(b).
Consequently, although not shown in the figure, starting from each of this alternatives,
every subclass will inherit the attribute. Thus, more than one source model propagating
the changes exist.

Implementation The UML2RDBMS bidirectional transformation, which relates class
diagrams and relational database models, has been implemented by means of the Janus
Transformation Language (JTL) [6].

Fig. 2: The modified RDBMS model (a) and the correspondent UML model (b)

In Listing 1.1 we report a fragment of the transformation which is expressed in the tex-
tual concrete syntax of JTL and applied on models given by means of their Ecore repre-
sentation within the EMF framework3. In particular, the following relations are defined:
a) Class2Table, which relates classes and tables in the two different metamodels, b) At-
tribute2Column, which relates attibutes and columns in the two different metamodels
and c) SuperAttribute2Column, which relates attributes of the parent class to columns
of the corresponding child table. The when and where clause specify conditions on the
relation. In particular, the when clause in Line 18 allow to navigate the parent classes of
each attribute, then the where clause in Line 19 generates the correspondent columns.
These relations are bidirectional, in fact both the contained domains are specified with
the construct enforce.

The forward application of the transformation is illustrated in Fig. 1, where the
UML model is mapped to the correspondent RDBMS model. As aforementioned the

3 http://www.eclipse.org/modeling/emf/



transformation is non-injective. The back propagation of the changes showed in Fig. 2
gives place to the following situation: the transformation execution produces a set of
three models each one represents a different solution where the column email belongs
to each of the three different classes of the hierarchy. In particular, the modified RDBMS
target model in Fig. 2(a) is mapped back to the UML source models in Fig. 2(b).

Such non-determinism can be resolved by specifying in the transformation that any
new column of the table must be mapped to the corresponding attribute of the class
from which the table is generated (for instance, the new column email of the table
employer is mapped to the attribute email of the class employer).

1transformation UML2RDBMS(uml:UML, rdbms:RDBMS) { ...
2 top relation Class2Table {
3 cn, an: String;
4 enforce domain uml c:Class {
5 is_persistent = true,
6 name = cn,
7 attrs = attr: Attribute { name = an}
8 };
9 enforce domain rdbms t:Table {

10 name = cn,
11 cols = col: Column { name = an }
12 };
13 when { ... }
14 where { Attribute2Column(c, t); }
15 }
16 relation Attribute2Column {
17 an, at : String;
18 enforce domain uml c:Class {
19 attrs = attr: Attribute { name = an, owner = c, is_primary = false }
20 };
21 enforce domain rdbms t:Table {
22 cols = col: Column { name = an, owner = t }
23 };
24 when { ... }
25 }
26 top relation SuperAttributeToColumn{
27 enforce domain uml c: Class {
28 parent = sc: Class { }
29 };
30 enforce domain rdbms t: Table { };
31 when { ClassToTable(c,t) or (cc = c.parentOf and SuperAttributeToColumn(cc,t));}
32 where { AttributeToColumn(sc, t); }
33 } ...

Listing 1.1: A fragment of the UML2RDBMS transformation in JTL

Thus, the considered piece of transformation can be made deterministic by accommo-
dating the mentioned refinement. However, when size and complexity of metamodels
and transformations grow, the designer should be supported by an automated tool capa-
ble of detecting the ”guilty” rules in the transformations.

3 Static analysis of bidirectional transformations
Typically, bidirectional transformations are specified by a collection of rules which de-
fine mapping from source to target metamodel elements, and viceversa. By consid-
ering existing relational languages [16, 6], mappings among metamodel elements are
expressed as relations that are executed in both the directions. In this context, transfor-
mations are models as well, therefore amenable to model operations.

Analysis of model transformations can be used for a wide range of assessments
including the satisfaction of specific requirements, verifications/validation, and perfor-



mance analysis. Existing approaches and tools involve testing (e.g., test case genera-
tion for model transformations), or analysis performed on executing programs (e.g.,
run-time monitoring) [1]. In contrast, static analysis is performed without actually ex-
ecuting the model transformation or generating test cases; in fact, it is performed on
some (abstract) version of the transformation code with the scope to allow designer to
understand and review the code at design-time.

Non-determinism is a critical aspect in bidirectionality. Thus, detecting the ambigu-
ous fragments of a transformation at design-time may prevent unwanted behaviors like
a severe increase of the solution space. At this scope, it is of paramount relevance to
support the designer in understanding which rule is ambiguous and how to refactor the
transformation in order to reduce non-determinism. This is intrinsically difficult as it
not unusual that the backward (forward) execution of an seemingly deterministic for-
ward (backward) transformation generates more than one alternative. The challenge
consists of precisely identifying those combinations of rules which are responsible of
the solution multiplicity.

The analysis is performed by considering not only the behavior of individual state-
ments and declarations, but rather including the complete transformation. Information
obtained from the analysis are used for detecting possible coding ambiguities. In par-
ticular, the approach aims to detect so-called non-deterministic portions of the transfor-
mation represented by collections of rules that if executed together may cause multiple
alternative solutions. Please note how the degree of non-determinism of a single frag-
ment depends on the model instance given as input.

In this paper, we propose to use the Answer Set Programming (ASP) [9] to ana-
lyze bidirectional transformation. ASP is a form of declarative programming oriented
towards difficult (primarily NP-hard) search problems and based on the stable model
(answer set) semantics of logic programming. Then the ASP solver4 finds and gener-
ates, in a single execution, all the possible models which are consistent with the logic
rules by a deductive process. The proposed ASP-based engine is able to analyze the
model transformation specification and verify non-determinism conditions expressed
by means of rules and constraints. The environment has been implemented as a set of
plug-ins of the Eclipse framework and mainly exploits EMF5 as illustrated in the next
section.

4 Description of the approach
Figure 3 illustrates the approach, which is comprised of two main steps. The first step
translates a model transformation specification into a notation suitable for the analy-
sis. The second analyzes the information extracted in the previous step and produces a
feedback. These two steps are explained in more details in the following.

(1) Translation of the transformation into the analysis notation
A model transformation consists of a set of rules which define mapping among element
types of the involved left- and right-metamodels. Generally, a rule is constrained with
pre- and post-conditions that limit its applicability and behavior. This step defines a

4 http://www.dlvsystem.com/
5 http://www.eclipse.org/modeling/emf/



characterization that permits to capture only the information which is relevant for per-
forming the analysis (neglecting irrelevant details which are not pertinent to our pur-
pose). The notation used for representing the elicited information is the Transformation
Analysis Language (see Fig. 3). Each rule is represented by means of two sets contain-
ing the left- and right-patterns, respectively. Whereas, each pattern is represented by a
class and values for any of its properties and references. As defined in OCL6, a pattern
can be viewed as a set of variables, and a set of constraints that model elements bound to
those variables must satisfy to qualify as a valid binding of the pattern. In other words, a
pattern can be considered a template for objects and their properties that must be located
in a candidate model to satisfy the rule. The model representing the bidirectional model
transformation (Bidirectional Transformation Model in Fig. 3) must be translated into
the corrisponding model for the analysis (Transformation Analysis Model) by means of
a semantic anchoring [5] able to translate rules and constraints as set of patterns.
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Fig. 3: Architecture overview of the approach

(2) ASP-based analysis

Once the analysis models are generated by abstracting from the concrete transforma-
tions, they need to be translated into ASP in order to be analyzed. The analysis models
and the metamodels involved in the transformations are consistently consistently en-
coded as a knowledge base, whereas the properties which are required to be checked
are translated in constraints and verified by ASP rules. As aforementioned the scope
of the analysis is to provide an automated detection of non-deterministic rules. In
particular, it generate sets of logically related rules whose simultaneous applications
may generate multiple admissible solutions. When the ambiguous rules are marked
by the analysis process, the designer can refactor the initial specification by resolving
the non-determinism. In Listing 1.2 a fragment of the ASP rules for the detection of
non-deterministic code is presented. In particular, the rule in Lines 1-4 deduces pairs
of equal domains by comparing patterns and predicates of each domain. The rule in
Lines 6-9 deduces non-deterministic relations; in particular, for each transformation
direction, relations with equal domains are detected. Finally, the rule in Lines 11-13

6 http://http://www.omg.org/spec/OCL/



deduces pair of ambiguous relations which cause non-determinism if simultaneously
executed.

1are_equal_domains(ID1, ID2, Dom) :-
2 have_equal_patterns(ID1, ID2, Dom, MC, MCName),
3 have_equal_predicates(ID1, ID2, Dom, MC, MCName),
4 not have_different_patterns(ID1, ID2, Dom).
5
6non_deterministic_relation(ID, RelName, DomLeft) :-
7 are_equal_domains(ID, ID2, DomRight),
8 relation_name(ID, RelName),
9 tranformation_model(DomRight), tranformation_model(DomLeft), DomRight != DomLeft.

10
11are_ambiguous_relations(ID1, ID2, DomLeft) :-
12 are_equal_domains(ID1, ID2, DomRight),
13 tranformation_model(DomRight), tranformation_model(DomLeft), DomRight != DomLef

Listing 1.2: A fragment of the ASP rules and constraints for the analysis

5 Running the approach
In this section, we present an application of the proposed approach to the UML2RDBMS
example presented in Sect. 2. The goal is to illustrate how to use of the approach in
practice by exploiting the developed environment. In particular, we analyze the JTL
implementation of the UML2RDBMS transformation7. First, the bidirectional transfor-
mation is translated into the analysis model. Then, the analysis is executed to highlight
those rules which may be responsible of non-determinism.

(a) (b)

Fig. 4: The UML2RDBMS tranformation and analysis models

(1) Translating UML2RDBMS into the analysis language
Starting from the specification of the UML2RDBMS transformation by means of JTL
described in Sect. 2 (see Listing 1.1), the corresponding JTL model in Ecore is repre-
sented in Fig. 4(a). As aforesaid, in JTL the mapping between candidate models are

7 The implementation is available at http://jtl.di.univaq.it/



represented by means of a set of relations defined by two domain patterns. Each re-
lation includes a pair of when and where predicates which specify the pre- and post-
conditions that must be satisfied by the elements of the candidate models.

The JTL model in Fig. 4(a) is translated into the correspondent analysis model
in Fig. 4(b) by means of an automated model-to-model transformation implemented
in ATL. In particular, all the mapping rules (including pre- and post- conditions) of
the source JTL model are translated in the corresponding sets of patterns of the tar-
get analysis model. For instance, let us consider the Class2Table relation, then every
predicate belongs to the UML or RDBMS domain pattern, is represented by an OCL
expression, and is evaluated as follows: (i) each Object Template Expression is
transformed in a named Pattern of the analysis model; (ii) each statement is evaluated
and transformed in a correspondent predicate; finally (iii) each condition is considered
as a pattern and added to the correspondent Domain in the analysis model.

(2) Executing the analysis of the UML2RDMBMS transformation
The transformation analysis model, generated during the previous step is entered into
the ASP-based engine. In order to perform the analysis, model transformation and the
involved metamodels have to be encoded in the ASP language. For instance, in Listing
1.3 a fragment of the ASP encoding of the analysis models in Fig. 4(b) is showed. In
particular, it declares the class2table relation with an identifier 1 (in Lines 1) and
the correspondent patterns and predicates for the domain UML (in Lines 2-10) and the
patterns and predicates for the domain RDBMS (in Lines 11-17), as well.

1relation_name(1, class2table).
2relation_domain(1, uml).
3 relation_pattern(1, uml, c, class).
4 relation_predicate(1, uml, c, is_persistent, true).
5 relation_predicate(1, uml, c, name, cn).
6 relation_predicate(1, uml, c, attrs, attr).
7 relation_pattern(1, uml, attr, attribute).
8 relation_predicate(1, uml, attr, name, an).
9 relation_predicate(1, uml, attr, owner, c). % added from where

10 relation_predicate(1, uml, attr, is_primary, false). % added from where
11relation_domain(1, rdbms).
12 relation_pattern(1, rdbms, t, table).
13 relation_predicate(1, rdbms, t, name, cn).
14 relation_predicate(1, rdbms, t, cols, col).
15 relation_pattern(1, rdbms, col, column).
16 relation_predicate(1, rdbms, col, name, an).
17 relation_predicate(1, rdbms, col, owner, t).

Listing 1.3: A fragment of the analysis model encoded in ASP

Starting from the ASP encoding, the analysis is now able to detect the non-deterministic
rules. In particular, the analysis outcome consists of a number of rule sets; each of
which includes logically related relations whose simultaneous applications may gener-
ate multiple solutions. For instance, Listing 1.4 shows a fragment of the result of the
analysis executed on the UML2RDBMS specification (in Listing 1.1). In particular,
when the transformation is executed in the RDBMS-to-UML direction, the set of non-
deterministic relations class2table, superAttribute2column and superAttri-
bute2column is detected. In particular, in the scenario described in Sect. 2, more than
one alternative solutions can be obtained because of the simultaneous executions of the
three ambiguous mappings.



1%%%% Analysis Model
2%%%% sets of non-deterministic relations (UML to RDBMS direction):
3[]
4%%%% sets of non-deterministic relations (RDBMS to UML direction):
5[(1,class2table), (3,superAttribute2column), (5,superAttribute2column)]
6[(..), (...)]

Listing 1.4: A fragment of the output of the analysis

The final goal of such analysis is to convey to the transformation implementor enough
information to perform a refinement which resolves the non-determinism. In this re-
spect, the ”guilty” rules are opportunely marked in such a way the sets of rules respon-
sible of the non-determinism sources can be easily recognized by the designer.

6 Related work

Non-determinism is a recurrent aspect affecting model transformation design and im-
plementation. As said, most of the current languages (e.g.,[11, 17, 3, 19, 16, 14, 15] are
able to generate only one model at time; in this way even if the transformation is non-
bijective the solution is normally identified according to details which are often un-
known to the designer rendering such approached unpredictable and therefore unprac-
tical. Existing declarative approaches [6, 12] cope with the non-bijectivity by gener-
ating sets of models at once, i.e., all the admissible solutions of a transformation are
generated as a solution set. Among them, JTL [6] is specifically tailored to support
bidirectionality and change propagation. In [12], the authors propose to use Alloy and
follows the predictable principle of least change [13], by using a function that calcu-
lates the distance between instances reducing the generated models. Non-determinism
is also considered in BiFlux [17], which adopts a novel ”bidirectional programming by
update” paradigm, where a program succinctly and precisely describes how to update
a source document with a target document, such that there is a unique inverse source
query for each update program. Within the Triple Graph Grammars, PROGRES [2]
considers non-deterministic cases by demanding user intervention to rule execution in
order to choose the desired behavior.

Existing approaches and tools involve testing (e.g., test case generation for model
transformations), or analysis performed only on executing programs (e.g., run-time
monitoring) [1]. In contrast, in [1] the author propose an approach to analyze model
transformation specification represented in Alloy. The simulation produces a set of ran-
dom instances that conform to the well-formedness rules and eventually that satisfy
certain properties. Furthermore, existing functional approaches perform model trans-
formation analysis [11, 17], in order to evaluate the transformation validity (generally,
in terms of correctness) before its execution.

7 Conclusion and Future Work
In this paper, we have proposed an approach to detect non-determinism in bidirectional
transformations at static-time, i.e., without executing the transformation. The intention
is to provide transformation implementors with a tool capable of analyzing transforma-
tions in order to return feedback which could resolve potential non-determinism. The
approach has been demonstrated on a small yet significant case study implemented in
JTL. Despite the analysis is completely independent from JTL, in order to make the



approach completely language-independent additional implementation efforts are re-
quired which we intend to do in the near future. Furthermore, the logical foundation
of the engine makes possible the verification of different formal properties by translat-
ing them in ASP, with the scope to provide a mean for improving the quality of model
transformation specifications.
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