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Abstract. This paper presents compact regions to synthesize a Petri net from a
partial language. We synthesize a Petri net using the theory of regions. Let there
be a partial language, every region definition provides an inequality system and
a solution of this system is called a region. Every region defines a valid place
where a place is valid if it enables every word of the partial language. The new
compact region definition relies on compact tokenflows. Compact tokenflows are
a very efficient behavioral model for the partial language of Petri nets [3, 4]. Com-
pact regions will lead to faster synthesis algorithms computing smaller Petri nets
solving the synthesis problem.

1 Introduction

We synthesize a place/transition net (p/t-net) from a partial language, i.e. a set of labeled
partial orders (lpos) using the theory of regions [1, 2, 5]. Every type of region is based
on a behavioral model. Of course, different behavioral models result in different region
definitions, but the concepts in language based region theory are always the same [6, 7].

A place of a Petri net is valid for a specified language if it enables all words of the
language. If we execute the language in the net, the firing rule is always satisfied for
every valid place. Fix some type of behavioral model, fix a place, and fix a language:
there is an inequality system so that there is a solution of this system if and only if the
place is valid. The main idea of region theory is to consider the place as a variable in
this inequality system. All at once, we are able to solve the synthesis problem, because
we are able to calculate the set of all valid places.

The main steps of a region based synthesis algorithm are: Let there be a language
over a set of labels and build a transition for every label. Choose a behavioral model
and build the corresponding inequality system to check if an arbitrary place is valid.
Consider the place to be a variable and calculate the basis of the solution space. For ev-
ery solution in the basis add a place (and its arcs) to the set of transitions. The resulting
net solves the synthesis problem, because of two arguments: First, every place of the
constructed net is valid so that the Petri net enables all words of the language. Second,
every additional place (not in the net) is either a linear combination of added places or
is not valid. Altogether, the constructed net acts as specified or there is no such net.

In this synthesis algorithm, different behavioral models result in different inequality
systems describing valid places. The run-time, as well as the size of the calculated Petri
net, are mainly determined by the size of this inequality system. In the literature, there
are two different types of regions considering partial order behavior of Petri nets. Both
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definitions have plenty disadvantages in most examples and applications. A transition
region [7] belongs to the behavioral model of enabled cuts [8]. A place is valid if every
set of unordered events of a specified language is enabled to occur after the occurrence
of its prefix. The enabled cuts inequality system states that every prefix (i.e. its Parikh
vector plus initial marking) produces enough tokens to enable the next maximal step.
Therefore, transition regions yield an inequality for every cut of a language. A tokenflow
region [6] belongs to the behavioral model of tokenflows [9]. A place is valid if there is a
valid distribution of tokens along the transitive order relation of the specified language.
Such a distribution of tokens needs to respect the firing rule of Petri nets. The tokenflow
inequality system demands that every event does not produce too many tokens and every
event receives enough tokens to occur. Therefore, there is a variable for every arc of the
specified language as well as two inequalities for every event.

In practical applications, partial languages have many cuts and many arcs. The en-
abled cuts inequality system as well as the tokenflow inequality system is huge. There-
fore, both existing synthesis algorithms have impracticable run-time. Paper [7] states,
the more concurrency is in the language the worse is a transition region algorithm. The
more dependency is in the language the worse is a tokenflow region algorithm.

In this short paper we present a new definition of compact region. This definition
is related to the most recent behavioral model for partial languages presented in [3, 4].
We will show that compact regions lead to much smaller region inequality systems.
The size of these systems is related to the size of the Hasse-diagrams of the specified
language. Furthermore, the reduced size leads to smaller, i.e. nicer, Petri nets.

2 Preliminaries

Let f be a function and B be a subset of its domain A. We write f |B to denote the
restriction of f to B. A function m : A → N is called a multiset. We write m =∑
a∈Am(a) · a to denote multiplicities of elements in m. Let m′ : A → N be another

multiset. We write m ≥ m′ if ∀a ∈ A : m(a) ≥ m′(a) holds. We denote the transitive
closure of an acyclic and finite relation ≺ by ≺∗. We denote the skeleton of ≺ by ≺�.
The skeleton of≺ is the smallest relation / so that /∗ =≺∗ holds. We model concurrent
or distributed systems by place/transition nets [10].

Definition 1. A place/transition net (p/t-net) is a tuple (P, T,W ) where P is a finite set
of places, T is a finite set of transitions so that P ∩ T = ∅ holds, and W : (P × T ) ∪
(T × P ) → N is a multiset of arcs. A marking of (P, T,W ) is a multiset m : P → N.
Let m0 be a marking. We call N = (P, T,W,m0) a marked p/t-net and m0 the initial
marking of N .

Let t be a transition. We denote ◦t =
∑
p∈P W (p, t) · p the weighted preset of t.

We denote t◦ =
∑
p∈P W (t, p) · p the weighted postset of t. A transition t can fire at

marking m if m ≥ ◦t holds. If t fires, m changes to m′ = m − ◦t + t◦. The most
famous behavioral model for partial order behavior of Petri nets is a process [11]. A
process is a Petri net modeling one single run of a marked p/t-net.

Definition 2. A process net is a tuple O = (C,E, F ) where C is a finite set of condi-
tions, E is a finite set of events so that C ∩E = ∅ holds, and F ⊂ (C ×E)∪ (E ×C)
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is a set of arcs. The graph (C ∪E,F ) is acyclic and does not branch at conditions, i.e.
every condition has at most one predecessor and at most one successor.

Let N = (P, T,W,m0) be a marked p/t-net. A process is a pair (O, ρ) where
O = (C,E, F ) is a process net and ρ : (C ∪ E) → (P ∪ T ) is a labeling function.
(O, ρ) is a process of N iff the following conditions hold:

(1) ρ(C) ⊆ P , ρ(E) ⊆ T ,
(2) ∀e ∈ E : ◦ρ(e) =

∑
p∈P |{(c, e) ∈ F |ρ(c) = p}| · p,

(3) ∀e ∈ E : ρ(e)◦ =
∑
p∈P |{(e, c) ∈ F |ρ(c) = p}| · p,

(4) ∀p ∈ P : |{c ∈ C|∀e ∈ E : (e, c) 6∈ F, ρ(c) = p}| = m0(p).

Every process of a Petri net N relates to a labeled partial order. The set of labeled
partial orders induced by all processes of N is the partial language of N .

Definition 3. A labeled partial order (lpo) is a triple lpo = (V,<, l) where V is a
finite set of events, < ⊆ V × V is a transitive and irreflexive relation, and the labeling
function l : V → T assigns a label to every event.

Definition 4. Let K = (C,E, F, ρ) be a process of a marked p/t-net N . The lpo
(E,F ∗|E×E , ρ|E) is the process lpo of K. Let N be a marked p/t-net and LΠ(N)
be the set of all process lpos of N . L(N) = {(E,<, l)|(E,<, l) an lpo, (E,≺, l) ∈
LΠ(N),≺⊆<} is the partial language of N .

We specify behavior of a system by example runs. An example run is a set of events
with an acyclic relation. Of course, every example run relates to an lpo and we can
extend the partial language of Petri nets to example runs.

Definition 5. A triple run = (V,≺, l) is an example run if (V,≺∗, l) is a labeled
partial order. A finite set of example runs is a specification. Let run = (V,≺, l) be an
example run. We define run∗ = (V,≺∗, l) the lpo and run� = (V,≺�, l) the compact
lpo (cpo) of run.

Definition 6. LetN be a marked p/t-net and S = {run1, . . . , runn} be a specification.
We write S ⊆ L(N) iff {run∗1, . . . , run∗n} ⊆ L(N) holds.

Synthesis is to construct a Petri net so that its behavior matches the specification.
If there is no such net, we construct a net so that its behavior includes the specification
and has minimal additional behavior.

Definition 7. Let S be a specification, the synthesis problem is to compute a marked
p/t-net N so that the following conditions hold: S ⊆ L(N) and for all marked p/t-nets
N ′ : L(N)\L(N ′) 6= ∅ =⇒ S 6⊆ L(N ′).

3 Compact Regions

We synthesize a p/t-net from a partial language applying the theory of regions. We
construct a transition for every label of the specification and get a p/t-net without places.
The language of this net includes arbitrary behavior. Obviously, we need to add places
and arcs to restrict the behavior of such an initial net. Of course, we only add places
that do not prohibit the specification.
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Definition 8. Let S be a specification and N = (P, T,W,m0) be a marked p/t-net. A
place p ∈ P is called feasible for S iff S ⊆ L(({p}, T,W |({p}×T )∪(T×{p}),m0(p))).

Let S be a specification and N = ({p}, T,W,m0) be a marked one-place p/t-net.
We call N a feasible p/t-net for S if p is feasible for S.

Corollary 1. Let S be a specification and T be its set of labels. Let {({p1}, T,W1,m1),
. . . , ({pn}, T,Wn,mn)} be a set of feasible p/t-nets andN = (

⋃
i pi, T,

⋃
iWi,

⋃
imi)

be their union. Of course, every place of N is feasible and S ⊆ L(N) holds.

In region theory it is well known that the following theorem holds [5].

Theorem 1. Let S be a specification and T be its set of labels. The infinite p/t-net which
is the union of all feasible p/t-nets is a solution of the synthesis problem.

To discover feasible places, we use compact tokenflows as behavioral model [3, 4].

Definition 9. Let N = (P, T,W,m0) be a p/t-net and run = (V,≺, l) be an example
run so that l(V ) ⊆ T holds. We denote ≺� = / . A compact tokenflow is a function
x : (V ∪ /)→ N. x is compact valid for p ∈ P iff the following conditions hold:

(i) ∀ v ∈ V : x(v) +
∑
v′/v x(v

′, v) ≥W (p, l(v)),
(ii) ∀ v ∈ V :

∑
v/v′ x(v, v

′) ≤ x(v) +
∑
v′/v x(v

′, v)−W (p, l(v)) +W (l(v), p),
(iii)

∑
v∈V x(v) ≤ m0(p).

run is compact valid for N iff there is a compact valid tokenflow for every p ∈ P .

Papers [3, 4] prove that the partial language of a marked p/t-net is the set of its
compact valid example runs.

Theorem 2. The language of a marked p/t-net is its set of compact valid example runs.

At this point we are able to state the main contribution of this short paper. We take
advantage of compact tokenflows and define the notion of a compact region.

Definition 10. Let S = {(V1,≺1, l1), . . . , (Vn,≺n, ln)} be a specification, T be its set
of labels, and p be a place. We denote ≺�i = /i .

A function r : (
⋃
i(Vi∪/i)∪(T ×{p})∪({p}×T )∪{p})→ N is a compact region

for S iff ∀i ∈ N : r|{Vi∪/i} is compact valid for p in ({p}, T, r|(T×{p})∪({p}×T ), r(p)).

Theorem 3. Let S be a specification and T be its set of labels. Every compact region
r for S defines a feasible p/t-net Nr = ({p}, T,W,m0) and vice versa.

Proof. Let r be a compact region. For every example run in S there is a valid compact
tokenflow r|{Vi∪/i} of p in Nr = ({p}, T, r|(T×{p})∪({p}×T ), r(p)). Of course, S ⊆
L(Nr) holds and Nr is feasible.
Let N = ({p}, T,W,m0) be a feasible p/t-net so that S ⊆ L(Nr) holds. There is
a valid compact tokenflow ri for every example run of S. Obviously, the union r =⋃
i ri ∪W ∪m0 is a compact region.
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Altogether, we are able to express the set of all feasible p/t-nets by a single in-
equality system. In this system there is a variable for every element in the domain of a
compact region, i.e. one variable for every event, another variable for every skeleton arc,
two variables for every label, and a single variable for the initial marking. The complete
inequality system is built from the inequalities defined in Definition 9. According to (i)
and (ii) there are two inequalities for every event of the specification. According to (iii)
there is another inequality for every example run. The set of positive integer solutions
of this inequality system is the set of all feasible nets. We call this inequality system the
compact region inequality system. The union of positive integer basis solutions of the
compact region inequality system is a solution of the synthesis problem.

The transition region inequality system [7] and the tokenflow region inequality sys-
tem [6] are defined just like a compact region inequality system. The tokenflow region
inequality system has two additional variables for every transitive arc of the specifica-
tion. For most examples the size of the tokenflow system is quadratic in the size of the
compact system. The transition region inequality system has one inequality for every
cut of the specification. Note, the number of cuts may be exponential in the number of
events and the number of cuts is always bigger than the number of skeleton arcs. Al-
together, the compact system is always smaller than the other two inequality systems.
Compact regions are the most efficient definition of a region of a partial language. Right
now, I am implementing compact region synthesis in a tool called MoPeBs Alpaca. First
results are very promising and match the theoretical considerations. Synthesis is much
faster and the compact solution space leads to nets having fewer places. Of course, this
is provisional. Comprehensive implementation and run-time tests is future work.
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