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Abstract. AI-ED community has hewed to rigorous evaluation of software 
tutors and their features. Most of these evaluations were done in-ovo or in-vivo. 
Can the results of these evaluations be replicated in in-natura evaluations? In 
our experience, the evidence for such replication has been mixed. We propose 
that the features of tutors that are found to be effective in-ovo/in-vivo might 
need motivational supports to also be effective in-natura. We speculate that 
some features may not transfer to in-natura use even with supports. 
Recognition of these issues might bridge the gap between AI-ED community 
and educational community at large.  
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1 Introduction 

Evaluation of software tutors may be carried out in one of three settings: 
- In-ovo: Research subjects hand-picked for the evaluation use the software tutor in 

a laboratory setting, typically under tightly controlled conditions, and under the 
supervision of the researcher. 

- In-vivo: Students enrolled in a course use the software tutor in the class room, 
typically under tightly controlled conditions and under the supervision of the re-
searcher or course instructor.  

- In-natura: Students enrolled in a course use the software tutors, typically after 
class, on their own time, and unsupervised. 

These three types of evaluation are summarized in Table 1. 
 

Type Location Subjects Conditions Supervised 
In-ovo Laboratory Recruited Controlled Yes 
In-vivo Classroom Students enrolled 

in a course 
Controlled Yes 

In-natura After-class Not controlled No 
Table 1: Types of evaluation of software tutors 

AI-ED community has reported frequently using in-ovo and in-vivo evaluations in 
its studies of the effectiveness of software tutors and their features. Researchers have 
strictly controlled the conditions of these studies – what a subject can do or not do 
during the study, whether the subject is exposed to any distractions during the study, 
etc. – so as to minimize the influence of extraneous factors.  
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However, in real-life, especially at baccalaureate level, software tutors are less 
used as in-class exercises than as after-class assignments or study aides. The reasons 
for such use are many, including: course instructors may not want to spend valuable 
class time using software tutors; and students may not have access to (sufficient num-
bers of) computers during class.  

When software tutors are used for after-class assignments, mandatory or otherwise, 
issues of intrinsic and extrinsic motivation play a much larger role in their use and 
utility. For starters, the popular aphorism If you build it, they will come does not apply 
to software tutors – unless students are required to use a software tutor, they will not 
use it (in any significant numbers). This significantly drives down participation and 
may skew evaluation results because of the self-selected nature of subjects. When 
they do use it, extrinsic motivation often plays a larger role than intrinsic motivation – 
if they are awarded course grade proportional to how well they do on the software 
tutor, they are more likely to engage seriously with the tutor. On the other hand, if 
they are given credit simply for using the software tutor, they are likely to do the least 
amount of work possible to qualify for such credit.   

Given these considerations, do the research results elicited under carefully con-
trolled conditions in-ovo or in-vivo extend to in-natura use of software tutors? In 
other words, can results obtained in-ovo or in-vivo be replicated in-natura? Our expe-
rience has been mixed. We will present results from evaluations of two features – 
reflection and self-explanation - vouched for by the AI-ED community that did not 
pan out in our in-natura evaluations.  

For our evaluations, we used software tutors for programming concepts, called 
problets (problets.org). These tutors are being used every semester by 50-60 schools, 
both undergraduate and high-school. Since problets are deployed over the web, stu-
dents have access to the software tutors anytime, anywhere. Problets are set up to 
automatically administer pre-test-practice-post-test protocol every time they are used 
[5]. They have been continually used and evaluated in-natura since fall 2004. 

2 Reflection 

The benefits of post-practice reflection have been studied by several researchers 
(e.g., [3]). In problets, we introduced reflection in the form of a multiple-choice ques-
tion presented after each problem. The question states "This problem illustrates a 
concept that I picked based on your learning needs. Identify the concept." The learner 
is provided five choices, each of which is a different concept in the domain. The 
learner must select the most appropriate concept on which the problem might be 
based, and cannot go on to the next problem until (s)/he correctly selects it. The prob-
let records the number of unique concepts selected by the learner up to and including 
the most appropriate concept. See Figure 1 for a snapshot of the reflection question 
presented after the student has solved a problem on selection statements. 
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Figure 1: Selection tutor: Problem in the left panel; Reflection question in the right 

panel 
 

 We conducted several controlled evaluations of reflection [8] using selection and 
while loop tutors in 2006-07. Control group was never presented any reflection ques-
tions. Test group was presented a reflection question after each problem during pre-
test, practice and post-test. If a student solved a problem incorrectly, the student was 
required to answer the subsequent reflection question correctly before going on to the 
next problem.  
 Practice was adaptive, and based on the student’s performance on the pre-test. The 
entire protocol was limited to 30 minutes for control group and 33 minutes for test 
group. For analysis purposes, we considered only practiced concepts [5], i.e., con-
cepts on which the student solved a problem incorrectly during pre-test, solved one or 
more problems during adaptive practice and also solved the post-test problem before 
running out of time.  
 Table 1 lists the score per problem on pre-test and post-test of all practiced con-
cepts. No significant difference was found between control and test groups, indicating 
that the two groups were comparable. However, no significant difference was found 
in their pre-post improvement either, suggesting no differential effect of reflection on 
their learning. Please see [8] for additional details of the evaluation.  
 

Score per problem Pre-Test Post-Test Pre-post p 
Control Group (Without Reflection) (N =89) 
Mean 0.118 0.736 < 0.001 
Standard-Deviation 0.177 0.353 
Test Group (With Reflection) (N =152) 
Mean 0.144 0.787 < 0.001 
Standard-Deviation 0.183 0.319 
Between groups p 0.283 0.266  

AIED 2015 Workshop Proceedings - Vol 4 23



Table 1: Both the groups improved significantly from pre-test to post-test; the dif-
ference between the two groups was not significant on either the pre-test or the post-

test 

3 Self-Explanation 

The effectiveness of providing self-explanation questions in worked examples has 
been well documented by AI-ED community (e.g., [1]).  

Selection tutor was used for this study. When the student solves a problem incor-
rectly, the tutor presents feedback including step-by-step explanation of the correct 
execution of the program in the fashion of a fully worked-out example. Self-
explanation questions were presented embedded in this step-by-step explanation, as 
shown in Figure 2. Each self-explanation question is a drop-down menu that deals 
with the semantics of the program, e.g., the value of a variable, the line to which con-
trol is transferred during execution, etc. The questions were independent of each oth-
er, but answering them required the student to closely read the step-by-step explana-
tion/worked out example and understand the behavior of the program in question.   

 

 
Figure 2. Snapshot of selection tutor with self-explanation questions displayed in 

the right panel 
  
So as not to overwhelm the student, the tutor limited the number of self-

explanation questions per problem to three. The student was allowed as many at-
tempts as needed, but had to answer each self-explanation question correctly before 
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proceeding to the next question, and had to answer all the self-explanation questions 
correctly before proceeding to the next problem. A version of the tutor was used for 
the control group that did not present any self-explanation questions. This version of 
the tutor allowed the learner to advance to the next problem as soon as it displayed 
step-by-step explanation of the current problem.   

Controlled evaluation of selection tutor was conducted in-natura over three semes-
ters: fall 2012-fall 2013 [4]. No significant difference was found in the average score 
per pre-test problem between control (N = 395) and test (N = 335) groups [F(1,729) = 
1.018, p = 0.313]. So, the two groups were equivalent. The mean number of concepts 
practiced by control group was 1.62, and by test group was 1.78. However, since con-
trol group was allowed 30 minutes to practice with the tutor and test group was al-
lowed 40 minutes, univariate analysis of the number of concepts practiced was con-
ducted with self-explanation as the fixed factor and total time spent as the covariate. 
The difference between the two groups was found to be significant [F(2,597) = 
62.207, p < 0.001]: accounting for the extra time allowed, control group practiced 
1.72 ± 0.11 concepts whereas test group practiced 1.662 ± 0.12 concepts. Therefore, 
test group practiced significantly fewer concepts than control group. No significant 
difference was found between the two groups on the pre-post change in score on prac-
ticed concepts, suggesting no differential effect of self-explanation on learning. Please 
see [4] for additional details of the evaluation. 

4 Discussion 

In both the studies – on reflection and self-explanation – we have verified that our 
implementation is behaviorally similar to, if not the same as described in at least some 
of the literature on the topic published in the AI-ED community. Even if our interpre-
tation of both reflection and self-explanation behaviors differs enough from those 
reported in literature to render our treatments ineffective, we would expect that the 
increased time-on-task due to these faux treatments would have still yielded some 
learning benefits.  

Our evaluations cannot be faulted for inadequate participation – our evaluations 
have typically involved 200-300 students, which is an order of magnitude larger than 
the number of subjects reported in typical in-ovo and in-vivo evaluations.  

We have used standard protocols for evaluation – controlled studies, pre-test-
practice-post-test protocol and partial crossover design. We have used ANOVA for 
data analysis. In our studies, we have considered only practiced concepts – concepts 
on which students solved problems during all three stages of the protocol: pre-test, 
practice and post-test, so noise is not an issue in the analyzed data.  

These practices have been effective - not all our evaluations have come up empty, 
e.g., we have found significant effect of providing error-flagging feedback on test 
performance (e.g., [6]), and significant stereotype threat (e.g., [7]).  

An explanation for the lack of results might be the difference in student motivation 
in in-ovo/in-vivo versus in-natura evaluation. Apart from issues of extrinsic motiva-
tion mentioned earlier, it may also be argued that given the lack of supervision in in-
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natura evaluation, students are less likely to experience Hawthorne effect [2]. So, the 
features of tutors that are found to be effective in in-ovo/in-vivo evaluations might 
need motivational support to also be effective in in-natura evaluations.  

Then again, even with motivational support, students may resent having to perform 
tasks (such as answering questions on reflection) that they do not perceive as directly 
contributing to their assignment at hand, and may not participate in, or may not be 
amenable to benefiting from what they view as a chore. In other words, some features 
may not be transferable from the laboratory to the field regardless of the supports 
provided. 

While we have focused on the transferability of evaluation results from lab/class-
room to after-class setting, researchers have reported similar issues transferring results 
from the lab to the classroom, e.g., in a study of politeness in intelligent tutors [9], 
researchers reported finding weaker results when the study was conducted in a class-
room rather than a laboratory. They speculated that grades, an extrinsic motivational 
factor, may be to blame. Furthermore, they wrote [9], “In the rough-and-tumble of the 
classroom, with its noise, question-asking, and social environment, students may 
simply not concentrate as much on the feedback provided by the computer tutor. The 
lab setting, on the other hand, is a quiet environment where subjects work on their 
own with few distractions, and certainly none from classmates and a teacher” (italics 
not in the original). The noise, distractions and lack of structure used to describe a 
classroom as compared to laboratory setting are the very same terms, magnified, that 
could be used to describe an after-class setting as compared to a classroom. In other 
words, when it comes to noise, distractions and lack of structure, laboratory and after-
class setting are at opposite ends of a spectrum, with the classroom situated in be-
tween.  That students may not concentrate as much on the feedback provided by the 
tutor may explain why reflection and self-explanation, both provided as part of feed-
back, failed to live up to expectation in our in-natura evaluations.  

It appears that in-natura use of software tutors entails more than just large-
scale/unsupervised deployment of in-vivo results and in-vivo use entails more than 
just live-classroom deployment of in-ovo results. Motivational supports may be need-
ed to transition results from the laboratory to the field and some results found in the 
laboratory may fail to transfer to the field even with motivational supports. Treating 
in-natura use of software tutors as being distinct from in-ovo/in-vivo uses is reminis-
cent of the outgrowth of Chemical Engineering as a discipline of the field from 
Chemistry as a discipline of the laboratory. While Chemistry is the study of properties 
of materials, Chemical Engineering is the study of the production of materials on an 
industrial scale, albeit with its basics firmly rooted in Chemistry. In the early years, 
chemists refused to accept Chemical Engineering as anything more than Chemistry, 
and engineers refused to recognize Chemical Engineering as an engineering discipline 
[10], but not so any more. May be AI-ED community should treat in-natura, in-vivo 
and in-ovo as three independent, necessary and valuable stages in the evaluation of 
any treatment. May be, in-natura evaluation is what is needed for educational com-
munity at large (especially higher-education community) to recognize and incorporate 
the important pedagogical insights being offered by AI-ED community. 
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