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Abstract. Selecting useful and informative features to classify text is
not only important to decrease the size of the feature space, but as well
for the overall performance and precision of machine learning. In this
study we propose a new feature selection method called Informative Fea-
ture Selector (IFS). Different machine learning algorithms and datasets
have been utilised to examine the effectiveness of IFS, and it is compared
to well-established methods, namely Information Gain, Odd Ratio, Chi
Square, Mutual Information and Class Discriminative Measure. Our ex-
periments show that IFS is able to outperform aforementioned methods
and to produce effective and efficient results.
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1 Introduction

Automatic text classification is increasingly imperative for managing a substan-
tial amount of data and information on the Web, for instance for search, spam
filtering, malware classification, etc. It has been well studied over the past half
century [1, 2], and a number of machine learning and statistical algorithms have
extensively been used in various types of classification. In text classification,
each document needs to be represented as a vector of features, for which various
methods have been employed – Bag-of-Words is one of the major methods, where
all unique features (in this case terms) of documents are utilised. This approach
results in a high dimensional vector space of features, particularly in the case of
a big dataset or where we find a large volume of document content. This large
set of features is one of main issues of text classification, therefore it is highly
desirable to reduce the size of the vector space by selecting useful features.

For this purpose, we propose a probabilistic Informative Feature Selector
(IFS). The IFS is compared using ten folds cross validation to some of the
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well-known methods, namely Chi Square (chi), Odd Ratio(OR), Information
Gain (IG), Class Discriminative Measures (CDM) and Mutual Information (MI).
The results of our experiment show that IFS is comparable to some and superior
to others in term classification accuracy. The rest of this paper is organised as
follows: Section 2 lists all feature selection methods which have been compared
with IFS. Section 3 introduces IFS method. Section 4 outlines the experiments;
datasets and performance measures, while results are analysed in section 5 and
conclusion is the last section.

2 Related Work

As aforementioned, there exist a number of feature selection methods for text
classification; among them IG, OR, CDM, and Chi have been claimed to perform
well in experimental studies [3–6, 11, 8]. Thus, specifically those methods have
been selected to be evaluated against IFS. In the following subsections, a brief
description of each method is provided.

2.1 Information Gain (IG)

Information gain evaluates the usefulness of a feature for classification based on
absence and presence of that feature in documents [9]. Information Gain defines
the relationship between class cj and feature ti in the following formula.

IG(ti, cj) = −
m∑
j=1

P (cj) log(P (cj)) + P (ti)
m∑
j=1

P (cj |ti) log(P (cj |ti))

+P (t̄i)
m∑
j=1

P (cj |t̄i) log(P (cj |t̄i)), (1)

where P (cj) is the probability of cj , P (ti), and P (t̄i) is the probability of ti
occurring and not occurring in cj correspondingly , while P (cj |ti) is the proba-
bility of cj given the probability of ti , and P (cj |t̄i) is the probability of cj given
the probability of t̄i and m is number of classes in the training set.

2.2 Mutual Information (MI)

Mutual information evaluates the association between a feature and a class as

MI(ti, cj) = log

(
P (ti ∧ cj)
P (ti)P (cj)

)
= log

(
P (ti|cj)
P (ti)

)
. (2)

However, using the the two ways contingency table shown in Table 1, Eq. 2 can
be represented in terms of the number of documents in a class as shown in Eq. 3
where α and λ represent the number of documents containing and not containing
term ti in class cj respectively, similarly β and δ are the number of documents
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Table 1. Two ways contingency table

Cj ¬Cj

term ti α β
term t̄i λ δ

containing and not containing ti in ¬Cj . If η = α+ β + λ+ δ is total number of
documents in all classes, MI can be estimated as

MI(ti, cj) = log

(
α× η

(α+ λ)(α+ β)

)
(3)

2.3 Chi Square (χ2)

χ2 or chi has been reported as one of top feature selection methods and it
measures the correlation between feature ti and class cj [3]. Using Table 1, χ2 is
defined as

χ2(ti, cj) =
η × (αδ − βλ)2

(α+ λ)(β + δ)(α+ β)(λ+ δ)
(4)

The goodness of ti decreases as the independence between ti and cj increases
to the point where the value is zero, that is, when the number of documents
containing term ti in classes is equal.

2.4 Odd Ratio (OR)

Odd Ratio was initially developed for a binary classification; it has been reported
by [6] that this value has additional advantages to other classification methods.
Odd Ratio can be computed as follow:

OR(ti) = log
(

odd(ti|pos)
odd(ti|neg)

)
= log

(
P (ti|pos)(P (1− P (ti|neg)))

P (ti|neg)(P (1− P (ti|Pos)))

)
(5)

where both “pos” and “neg” represent a positive and negative class, respectively.

2.5 Class Discrimination Measure (CDM)

The CDM is an improved version of Multi-class Odd Ratio (MOR), where MOR
is originally based on Odd Ratio. CDM is introduced in [10] and has reportedly
outperformed IG.

CMD(ti, cj) =

m∑
j=1

∣∣∣∣logP (ti|cj)
P (ti|c̄j)

∣∣∣∣ (6)

where P (ti|c̄j) is the probability that ti occurs in another class than cj .
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3 Informative Feature Selector (IFS)

The principal aim of a feature selection method is to differentiate between infor-
mative and uninformative features by giving highest values to most informative
and lowest values to least informative features, which subsequently facilitates the
process of reducing the size of the feature vector space. However, the following
issues must be taken into account by a feature selection method in the process
of weighting the features for text classification. A feature that appears in all
documents of a class and does not appear in any documents of other class(es)
is a good discriminator and should be given the highest value. Consequently, a
feature which equally appears in all classes should be given a lower value. The
value assigned to a feature should reflect its degree of discrimination and its
correlation between the classes.3.

Based on these consideration, the IFS method is formulated as follows:

IFS(ti, cj) = log(|(P (ti|cj)P (t̄i|c̄j)− P (ti|c̄j)P (t̄i|cj))|
|P (ti|cj)−P (ti|c̄j)|

min(P (ti|cj),P (ti|c̄j))+1 + 1) (7)

where P (ti|cj) is the probability of ti appearing in class cj and P (t̄i|cj) is the
probability of ti not appearing in class cj . Similarly P (ti|c̄j) is the probability
of ti appearing in another class c̄j and P (t̄i|c̄j) is probability of ti not occurring
in c̄j .

IFS has been formulated in a way so that the overall value given to a feature
is sensitive to changes in the number of features which are absent, shared or
present in classes. In order for IFS to assign a value which reflects the usefulness
of a feature for classification, and to adhere to above considerations, IFS makes
use of the difference between the probability of a feature that appears in both
classes, then dividing it by the smallest value between P (ti|cj) and P (ti|c̄j); 1 is
added in case the smallest value is zero (this is the 2nd part of the equation). This
makes sure the feature is assigned an appropriate value not only according to the
differences between P (ti|cj) and P (ti|c̄j) but also according to the probability of
ti occurring in the intersection between cj and c̄j . However, the calculation so far
does not consider the number of documents which do not contain features in all
classes; therefore, both the absence and presence of features in classes P (ti|cj),
P (t̄i|cj), P (ti|c̄j) and P (t̄i|c̄j) are used in the calculation to reflect the probability
of a feature being absent or present in classes. The whole formula makes sure
the feature is assigned a value which reflects its usefulness for classification.
This is not always the case in some other approaches such as OR, in which
the intersection or number of shared features between classes is not taken into
account. The maximum and minimum values are between zero and one, and
a feature which equally appears in both classes is assigned a minimum value,

3 We find similar considerations in classical probabilistic information retrieval models
(where often the probability that a term occurs in the relevant/non-relevant docu-
ments is used) and also in the well-known concept of the inverse document frequency
(terms appearing in less documents are deemed good discriminators).
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which is zero in case of balanced binary classes. The method adheres to all above
mentioned considerations.

4 Evaluation

A 10-fold cross-validation of text classification on both unbalanced and balanced
datasets of spam emails and SMS have been carried out to test the performance
and sensitivity of the IFS method to the number of documents in classes and
the distribution ratio of documents between classes. In this experiment we fol-
lowed [11] and used binary classification, because the results of binary classifi-
cation reflect the effectiveness of the used measure more directly than that of
multi-class classification [11]. Moreover, resolving the binary text classification
also means resolving multi-classes [2]. For this experiment, two supervised algo-
rithms namely Support Vector Machines (SVM) and Neural Network (NN) have
been employed, as both algorithms are performing well in text classification [1,
12].

4.1 Dataset and Performance Measure

Two sets of data have been used in our experiments, namely the enron1 email
collection [13], in total 5172 emails, in which 1500 are spam email and 3672 are
legitimate emails, and an SMS collection, which was introduced in[14, 15] and
consists of 5574 SMS messages, where 4827 are legitimate SMS and 747 spam
SMS. From these two datasets we have created 3 test datasets, to enable us to
test the sensitivity of the methods with respect to allocation and distribution
of documents in classes. The first (balanced) test dataset consist of 3000 emails
with 1500 spam and randomly chosen 1500 from legitimate emails. The 2nd
set (unbalanced) consists of 4500 emails in which 1500 are spam emails and
randomly chosen 3000 legitimate emails. Finally third test dataset (unbalanced)
is based on the SMS dataset, which consists of 747 spam and randomly chosen
2576 legitimate ones from a total of 3323 SMS messages. The top n subset of
features with highest weight were used in experiment, and n was set to 10, 15,
25, 50, 100, 200, 300, 400 and 500.

The performance of all methods was assessed using the F-measure (F1) based
on precision and recall as defined in [2] using micro-averaging.

5 Result Analysis

5.1 Unbalanced datasets

The F-measures of the 10-fold cross validation of the email and SMS datasets
based on SVM and NN classifiers are shown in Figures 1, 2, 3, and 4 respectively.
Based on the results, IFS is performing well with both classifiers. Across all
used feature sets, IFS is either superior or comparable to others, while in some
instances it is shown as second best.
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Fig. 1. F-measures of SVM with unbalanced emails dataset
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Fig. 2. F-measures of NN with unbalanced emails dataset

0.80

0.85

0.90

0.95

1.00

0 50 100 150 200 250 300 350 400 450 500

F-
m

e
as

u
re

number of features

CDM

Chi

IG

OR

MI

IFS

Fig. 3. F-measures of NN with unbalanced SMS collection

5.2 Balanced datasets

The outcome of F-measures of the 10-fold cross validation for above mentioned
methods using SVM and the NN classifier with datasets, 3000 emails with ratio
of 1:1 respectively, is shown in Figures 5 and 6. Considering F-measure, IFS yet
again is performing well in balanced datasets, and it could be noticed from the
results that IFS is superior to others and only in some cases slightly scoring
behind. In general, we can conclude that IFS is robust in performing well in
both SVM and NN classifiers, compared to other methods.
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Fig. 4. F-measures of SVM with unbalanced SMS collection
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Fig. 5. F-measures of SVM with balanced emails dataset
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Fig. 6. F-measures of NN with balanced emails dataset

6 Conclusion

This paper has introduced a new method called IFS to select informative features
for classification. The method has been evaluated against some well established
feature space reduction methods. Throughout the F-measure values of the 10-
fold cross validations result, and processing time, IFS has shown to be robust
and often superior, at least competitive compared to other methods. In future
work, we aim to test IFS on multi classes datasets. We also aim to improve our
method by considering and calculating the frequency of a feature in document
and add its weight to the overall usefulness of the feature.
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