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Abstract. Models are essential for defining and developing systems that
support run-time decision-making and reconfiguration, and for imple-
menting autonomous and adaptive systems for remote, hazardous, and
largely unknown external environments. We show that they can also
be used as the operational code throughout the development process,
including deployment. Our ability to build systems with this property
depends crucially on Computational Reflection, and our implementation
thereof, an integration infrastructure for complex software-intensive sys-
tems called Wrappings.

It is inherent in a Wrapping system that all activity (down to a specified
level of detail) can be recorded as sequences of events with associated
context. The system can consider these event elements as points in a “be-
havior trajectory” space, and use recent advanced mathematical analysis
methods to discover hidden relationships in the environment and system
behaviors. These relationships can be used to improve the system models
and therefore the corresponding behavior.
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1 Introduction

In this paper, we strongly argue the notion that models are not only useful, but
even essential, for defining, developing and even operating a system for a com-
plex operational environment. We also argue that they can also be used as the
operational code, in which the models are written early and refined throughout
the development process, until they are deployed. The system development pro-
cess becomes the construction of a series of models that gradually conform to
the original behavior expectations, and the result is a “self-modeling” system, in
which the deployed code is the model of the deployed system, and interpreting
that model is the behavior of the deployed system [19].

Our ability to build systems with this property depends crucially on Com-
putational Reflection, and specifically on Wrappings [17] [15], an integration
infrastructure for complex software-intensive systems. It was originally devel-
oped to support run-time decision-making and reconfiguration [18], as a way
of implementing autonomous and adaptive systems for remote, hazardous, and
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even largely unknown external environments. This approach was also used to
show how self-modeling systems can be built [19].

This work is to be clearly distinguished from systems that use parallel code
and models [10], since for us the models are the code, as interpreted to produce
the intended behavior. These systems are, not just use, models at run time.
There is also a reasonable expectation that the use of models need not be a
performance problem, since partial evaluation methods [8] [9] can reduce all
unchanging decisions to simple sequences (the partial evaluation methods have
more information in a Wrapping-based system than in traditional software [17]).

In this paper, we focus on a development process that we can use to build
these systems, and also consider other ways for them to adapt themselves (i.e.,
their models of themselves and their behavior) to changing circumstances. We
start with the Scenario-Based Engineering Process [22], in which development
begins with a collection of stakeholder expectations, embodied in a set of sce-
narios for the external environment and desired results for the behavior of the
system. We write these as basic models of what happens outside and inside the
system. As external constraints and interactions are better understood, these
models are gradually changed from what should happen to how it should hap-
pen, refining functionality into more localized activity. We build these models as
self-modeling systems using Wrappings, to provide a deep level of reflection, and
we generally use wrez (our “Wrapping expression” notation [17]) to write the
computational resources. The choice of wrex is a matter of convenience; other
notations could be (and have been) used (e.g., Common Lisp, Python, C).

It is inherent in a Wrapping system that all activity (down to a level of gran-
ularity chosen via engineering judgment) can be recorded as sequences (or par-
tially ordered sets in concurrent applications) of events with associated context.
We can have the system consider these event elements as points in a “behavior
trajectory” space, and use recent advanced mathematical analysis methods to
discover hidden relationships in and among the environment and system behav-
iors. These relationships can be used to improve the system models and therefore
the corresponding behavior.

The rest of this paper begins, in Section 2, with some background history
and a short overview of Wrappings, along with the Problem Posing Program-
ming Paradigm [18] [17] [20]. These are the methods that allow us to study
infrastructure [15] and build self-modeling systems [19]. For us, a system is self-
aware if it can use models of its own behavior, and it is self-adaptive if it can
use those models to change that behavior. It is self-modeling if it also interprets
these models of its own behavior to generate that behavior.

It is clear that self-adaptive systems can make substantive changes at run-
time. In one sense, this is already autonomous development. We extend this
notion to the entire development cycle, using the Scenario-Based Engineering
Process [22] to build systems from stakeholder expectations in scenarios to re-
quirements, and making models as soon as possible in the process. In Section 3,
we describe how models can be provided or created, expanded and extended. In
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Section 4, we describe some of the many difficult challenges that remain. Finally,
we describe our conclusions.

2 Wrappings

We provide a short description of Wrappings in this Section, since there are
many other more detailed descriptions elsewhere [17]. The Wrapping integra-
tion infrastructure is our approach to run-time flexibility [15], with run-time
context-aware decision processes and computational resources. It is defined by
its two complementary aspects, the Wrapping Knowledge Bases (WKBs) and the
Problem Managers (PMs). The WKBs contain Wrappings, which are Knowledge-
Based interfaces to the uses of computational resources in context, and they are
interpreted by the PMs, which are processes that are themselves resources.

We use the “Problem Posing” interpretation of programs [17] to change our
focus in programming these systems, separating code that computes something,
called a “resource” from its purpose, called a “posed problem”, and then keep-
ing the problems available to the code along with the resources. Thus, programs
interpreted in this style do not “call functions”, “issue commands”, or “send
messages”; they “pose problems” (these are information service requests). Pro-
gram fragments are not written as “functions”, “modules”, or “methods” that
do things; they are written as “resources” that can be “applied” to problems
(these are information service providers).

Because we separate the problems from the applicable resources, and make
context an essential part of reconnecting them, we can use very much more
flexible mechanisms for connecting them than simply using the same name. We
have shown that our choices lead to some interesting flexibilities, when combined
with the “meta-reasoning” approach [3] [4] including such properties as software
reuse without source code modification, delaying language semantics to run-
time, and system upgrades by incremental resource and infrastructure migration
instead of version based replacement.

The WKBs define the set of problems that the system knows how to treat.
The mappings are problem-, problem parameter-, and context-dependent, and
identify the resources that can address each specific problem in a given context
(this information is provided by the developers; it is not inferred by the system).

The PMs are the programs that read WKBs and select and apply resources
to problems in context. The PMs are Wrapped in exactly the same way as other
resources, and are therefore available for the same flexible integration as any
resources. These systems have no privileged resource; anything can be replaced.
Default Problem Managers are provided with any Wrapping implementation, but
the defaults can be superseded in the same way as any other resource. These are
the processes that replace the usual kind of implicit invocation [11], allowing ar-
bitrary processes to be inserted in the middle of the resource invocation process.
This flexibility does come with a cost, but there are also mechanisms based on
partial evaluation [8] [17] [9] for removing any decisions that will be made the
same way every time, thus leaving the costs where the variabilities need to be.
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One of the keys to the flexibility of Wrappings is making these PM processes
as important and as explicit as the WKB descriptions. The basic process notion
is the interaction of one very simple loop, called the “Coordination Manager”
(CM), and a very simple planner, called the “Study Manager” (SM). These are
both examples of PMs.

The default CM is responsible for keeping the system going. It has only three
repeated steps, after an initial one.

— FC = Find Context (establish a context for problem study.);
— loop:
e PP = Pose Problem; (get a problem to study from a problem poser, who
could be the user or the system);
e SP = Study Problem (use an SM and the WKBs to study the posed
problem in the current context);
e AR = Assimilate Results (use the result to affect the current context).

It is therefore an activity loop of a sort that is common in autonomic computing
and other self-adaptive system developments [4] [15]. Activity loops are not the
focus of this paper, but they go a long way towards improving the flexibility of
systems that use them.

We have divided the “Study Problem” process into a sequence of basic steps
that we believe represent a fundamental part of problem study and resolution.
These are implemented in the default SM:

— INT = Interpret Problem (find a resource to apply to the posed problem in
the current context):

e MAT = Match Resources (find a set of resources whose Wrappings say
they might apply to the current problem in the current context);

e RES = Resolve Resources (eliminate those that do not apply, via nego-
tiations between the posed problem and each Wrapping of the matched
resources to determine whether or not it can be applied, and make initial
bindings of formal resource parameters to actual problem parameters);

e SEL = Select Resource (choose which of the remaining candidate re-
sources, if any, to use);

e ADA = Adapt Resource (set it up for the current problem and problem
context, by finishing all required bindings);

e ADV = Advise Poser (tell the problem poser what is about to happen,
that is, what resource was chosen and how it was set up to be applied);

— APP = Apply Resource (use the resource for its information service, to
compute or present something, or provide some other information or service);

— ASR = Assess Results (determine whether the application succeeded or
failed, and to help decide what to do next).

Finally, every step in the above sequences is actually a posed problem, and
is treated in exactly the same way as any other, which makes these sequences
“meta”-recursive [2]. This makes the system completely Computationally Reflec-
tive. That means that if we have any knowledge at all that a different planner
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may be more appropriate for the context and application at hand, we can use it
(after defining the appropriate context conditions), either to replace the default
SM when it is applicable, or to replace individual steps of the SM, according to
that context (which can be selected at run time).

3 Models

In this Section, we start with a discussion of many current approaches to using
models at run time, and show how the Wrapping infrastructure, with its flexi-
ble selection and application of computational resources, supports the building,
using, evaluating, and adapting models at run time. In a way this is cheat-
ing, since the Wrappings approach does not provide new methods of performing
these functions. Rather, since it relegates all of the actual computational ef-
fort to the resources, its strength lies in the organization and interoperation of
those resources, which in turn provides the flexibility to use any of the many
mechanisms for specific kinds of model building and adapting.

We start with the models that are least like running code. It has long been
recognized that a system with an explicit architecture model available at run
time has access to more information about the running system, thus facilitating
its management of its own adaptation [24]. This is most useful when the model
includes explicit representations of software components and connectors, or when
it mimics the behavior of the system implementation [12] [25] [23], so it can be
compared to the run-time activity [6], using models of inferred behavior [1].
An interesting parallel set of studies has been ongoing in the business process
modeling community, regarding workflow models as process models [28], though
typically producing external models of human processes.

However, it is also well-known that there are several challenges in using ar-
chitectural models at run time (adapted from [24] [12] [23]):

— Monitoring: how to select and collect necessary information from the system;
— Interpretation: how to process the event data;

Resolution: how to determine changes;

— Adaptation: how to select and effect changes.

Monitoring is about how to select and collect necessary information from
system internals, system behavior, detectable environment behavior, and inter-
actions between system and environment to provide an adequate picture of the
current behavior. Wrapping systems have an advantage of having a ready made
language for events (the resource applications and context descriptions) that en-
compasses all system activity (to whatever level of detail has been selected for
the designed variabilities in the system), and a built-in hook for measurements
(the “Advise Poser” resources), already in the form of sequences of events.

Interpretation is about how to process the event data to make it usable. First,
to convert event data into forms that support model building or analysis (this
is complex event processing, with a prior: event patterns or pattern discovery
rules); then to build models from the event traces (this is called the semantic gap
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between low-level event traces and higher-level system concepts [25]), and finally,
to evaluate model consistency. Here is where some of the advanced mathematical
methods, such as Grammatical Inference and its generalizations, are used to
build syntactic descriptions of the sequences, and either dimension reduction or
manifold discovery to find behavioral manifolds that simplify the expressions.
These mathematical subjects are beyond the scope of this paper [16].

Resolution is about how to determine appropriate changes: how to specify and
identify adaptation triggers, how to identify and resolve discrepancies between
model and specification, how to specify resolution goals and policies, and how
to decide what other data is needed to resolve a discrepancy. These are hard
questions not always solvable a priori, but a Wrapping-based approach allows a
system to contain many alternative analysis methods and compare their effects.

Adaptation is about how to select and effect changes: how to invent or select
potential improvements, how to decide whether they are improvements, how to
cause system changes, how to avoid thrashing (oscillations in adaptation usu-
ally due to fluctuations in environmental behavior). Once the replacement (or
retuned) resources are available, changes in the Wrappings automatically make
them selectable in the system.

One of the reasons that using architectural models is so difficult is that
they are just scaffolding, not part of the system operation; they only define its
structure that enables that operation. Devising the processes that can convert
architecture changes into system changes at run time is the heart of making
these systems effective. Here the Wrapping integration infrastructure allows any
of the many methods currently in use to be applied and evaluated.

Our issue with many of these approaches is that they add adaptation to the
system as an external feature, so only the combined system is partially self-
adapting, and even then the adaptation mechanism itself is not usually subject
to its own analysis and improvement [25] [13] [7]. These approaches consider
architectural models of the system as a control layer that has access to the
components and connectors that define the system, and use effective control
theory strategies for them. Some approaches [26] add another control layer to
manage adapting the adaptation layer. Of course, this kind of add-on style is
necessary when you start with an existing system, but it does leave a large part
of the system non-adaptable.

Another approach is to organize the modeling using meta-models [5] [23] [21].
All of these approaches also seem to take the object system as a separate part,
at the lowest level of abstraction, and include a varying number of distinct levels
or layers of control:

— Original system, including source code, configuration files, reconfiguration
policies (via automatic code and configuration file generation);

— Prescriptive part of the model (specifying how the system should behave);

— Descriptive part of the model (specifying how the system actually is by
inferring models of its behavior).

Then the process infers a descriptive model of system behavior, using any of
a number of methods, and compares the model to the prescription. Most of
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the approaches also have a separate layer for managing configuration variants,
along with compatibility and transition rules. These are often written as a state
machine for configurations (but only for systems with a small number of varia-
tions), with models of components and frameworks or configurations, a planner
to construct configurations from conditions, and models of acceptable modifica-
tions. This is the layer that compares the description to the prescription. Finally,
some of the approaches have a separate decision layer for mapping environmen-
tal behavior into configuration choices or conditions. For our purposes, the most
important part of these descriptions is the causal connection [21], in the form of
information flows between the system and its models. This looks like the closest
to our self-modeling systems, though we make the causal connection the central
feature (the model is the system).

In all of these approaches, there is the fundamental difficulty that the in-
ferred models of behavior are not the way that behavior is generated, so they
are always somewhat external to the system operation, and the interpretation
step above is essential and difficult. Similarly, architectural models are not usu-
ally used to put the architectures together in the first place. They are more like
structure or scaffolding, used until the system is ready to run and then discarded,
or put in abeyance until something needs to be changed. Some of the applica-
tions (mainly autonomic and self-adaptive systems [14] [26] [27], but also others)
explicitly use activity loops (such as the MAPE loop of autonomic computing)
to organize their operation. For an activity loop based system, monitoring is
automatically available in the step descriptions, and when the activity loop is
recursive, as in Wrappings, the events are already expressed in system-relevant
terms (resource application, relevant context). There are still the challenges of
unravelling temporal overlaps (many higher-level events are interleaved), and the
multiple differences in run time patterns [25], but using an activity loop greatly
simplifies the interpretation process.

The control loop defined by the CM/SM in Wrappings is internally directed,
looking only at internal problems and resources, unlike essentially every other
loop, which seems to be directed externally. These other activity loops seem
to be designed to perform the specified actions, not decide on the actions to
be performed by other resources. If they were to be treated recursively, and
separated from the performing resources, they could have the same flexibility as
Wrappings.

Our conclusion from this discussion is that many of these approaches would
likely benefit from using an explicit activity loop for their control process, sep-
arating their methods of adaptation and evaluation from the control thereof,
and adding many more methods for construction, comparison and evaluation of
models (of course, some of these approaches already do some of these things).

4 Challenges

We have described a development methodology to build self-adaptation into sys-
tems from the beginning, but of course, that is the easy case, since we have con-
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trol over the entire process. The more interesting and difficult case is to add new
adaptation capabilities to an existing system. There are difficulties in choosing
instrumentation points, and in usefully inserting them without disrupting their
operation, as mentioned above in Section 3. The existing methods seem to be
most effective when they add a control layer or two onto an existing program or
system. However, one can also use our approach to this issue, which we describe
as “reuse without modification”. Using Wrappings, and at the cost of writing a
compiler for the source code language(s) (which is far less now than it used to
be), we can use the old code without changing at at all, inserting function call
diversions into the generated code using Wrappings. Then we can add whatever
adaptations are useful, so the program has them available at run time.

There are also some mathematical challenges in applying the advanced tech-
niques to and in these systems. We need better algorithms for event pattern
correlations for partially ordered sets, since the ones that exist are too weak or
too time consuming. These will be used to create structural models of actual
behavior.

As a practical matter, we also need to investigate some simplifications of
advanced mathematical methods, especially the manifold discovery and other
geometric methods, to determine how much we can do in a useful amount of time.
We also need better methods for handling non-stationary environments, and
measurements of how effectively different algorithms can keep up with changes.

This isn’t nearly the full list of difficulties we have in implementing and
improving these systems, but it will do for a starting point.

5 Conclusions

We have described some important issues for systems that will undergo (at least)
some part of their system development at run time, primarily because the run-
time environment is not well enough known at design time to decide certain
optimization or implementation questions.

We have also described an approach (Wrappings) that is known to support
defining and building such systems with adequate flexibility and available in-
formation at run time. We have explained how the Wrapping integration in-
frastructure provides the required flexibility, through its separation of control
processes from computational resources, and the Computational Reflection that
ties them back together. In this development approach, system models exist from
very early in development time, and together with the environment and scenario
models, system behavior can be examined and improved by the developers until
it is deployed, and to some extent by the system itself afterward.

Self-modeling systems must have many mechanisms for modeling, model com-
parison, and model adjustment, that allow the systems to manage their own be-
havior, behavioral evaluations and changes, and the suite of varyingly detailed
models that are necessary.

The point of this paper is not so much to describe specific modeling tech-
niques (inference for observation models, optimization adjustments, consistency
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and discrepancy analyses, simulation and hypothesis testing, and other advanced
mathematical methods) that can be used to build and evaluate models of behav-
ior as it is to show that using Wrappings helps a system organize its modeling
processes and coordinate its experimentation and evaluation of multiple methods
and models in an extremely flexible way.
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