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Abstract. Regression test suites of evolving software systems are often
crucial to maintaining software quality in the long term. They have to
be effective in terms of detecting faults and helping their localization.
However, to gain knowledge of such capabilities of test suites is usually
difficult. We propose a method for deeper understanding of a test suite
and its relation to the program code it is intended to test. The basic
idea is to decompose the test suite and the program code into coherent
logical groups which are easier to analyze and understand. Coverage
and partition metrics are then extracted directly from code coverage
information to characterize a test suite and its constituents. We also use
heat-map tables for test suite assessment both at the system level and
at the level of logical groups. We employ these metrics to analyze and
evaluate the regression test suite of the WebKit system, an industrial
size browser engine with an extensive set of 27,000 tests.
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1 Introduction

Regression testing is a very important technique for maintaining the overall
quality of incrementally developed and maintained software systems [5,21, 14,
4]. The basic constituent of regression testing, the regression test suite, however,
may become as large and complex as the software itself. To keep its value, the
test suite needs continuous maintenance, e.g. by the addition of new test cases
and update or removal of outdated ones [12].

Test suite maintenance is not easy and imposes high risks if not done cor-
rectly. In general, the lack of systematic quality control of test suites will reduce
their usefulness and increase associated regression risks. Difficulties include their
ever growing size and complexity [13] and the resulting incomprehensibility. But
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unlike many advanced methods for efficient source code maintenance and evo-
lution available today (such as refactoring tools, code quality assessment tools,
static defect checkers, etc.), developers and testers have hardly any means that
may help them in test suite maintenance activities, apart from perhaps test
prioritization/selection and test suite reduction techniques [21], and some more
recent approaches for the assessment of test code quality [2].

Hence, a more disciplined quality control of test suites requires that one is
able to understand the internal structure of the test suite, its elements and their
relation to the program code. Without this information it is usually very hard
to decide about what parts of the test suite should be improved, extended or
perhaps removed. Today, the typical information available to software engineers
is limited to knowing the purpose of the test cases (the associated functional
behavior to be tested), possibly some information about the defect detection
history of the test cases and — mostly in the case of unit tests — their overall
code coverage.

Furthermore, most of previous work related to assessing test suites and test
cases are defect-oriented, i.e. the actual amount of defects detected and corrected
are central [6]. Unfortunately, past defect data is not always available or cannot
be reliably extracted. Approximations about defect detection capability may be
used instead which, if reliable, could be a more flexible and general approach to
assess test suites. In this work, we employ code coverage-based approximations
that are based on analyzing coverage structures related to individual code ele-
ments and test cases in detail (code coverage is essentially a signature of dynamic
program behavior reflecting which program parts are executed during testing,
often associated with the fault detection capability of the tests [21, 22]).

In our previous work [16], we developed a method for a systematic assessment
and improvement of test suites (named Test Suite Assessment and Improvement
Method — TAIME). One of its use cases is the assessment of a test suite which
supports its comprehension. In TAIME, we decompose the test suite and pro-
gram code into logical groups called functional units, and compute associated
code coverage and other related metrics for these groups. This will enable a more
elaborate evaluation of the interrelationships among such units, thus not limiting
the analysis to overall coverage on the system level. Such an in-depth analysis
of test suites will help in understanding and evaluating the relationships of the
test suite to the program code and identify possible improvement points that
require further attention. We also introduce “heat-map tables” for more intuitive
visualization of the interrelationships and the metrics.

In this paper, we adapted the TAIME approach to use it for assessment
purposes and verified the usefulness of the method for the comprehension of the
test suite of the open source system WebKit [20], a web-browser layout engine
containing about 2.2 million lines of code and a large test suite of about 27
thousand test cases. We started from major functional units in this system and
decomposed test cases and procedures® into corresponding pairs of groups. We

3 We use the term procedure as a common name for functions and methods
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were able to characterize the test suite both as a whole and its constituents and
eventually provide suggestions for improvement.
In summary, our contributions are the following:

1. We adapted the TAIME method to provide an initial assessment of a large
regression test suite and present a graphical representation of the metrics
computed from code coverage.

2. We demonstrate the method on a large open source system and its regression
test suite, where we were able to identify potential improvement points.

The paper continues with a general introduction of the analysis method (Sec-
tion 2) and an overview of the metrics used for the evaluation (Section 3). Then,
we demonstrate the process by evaluating the WebKit system: in Section 4,
we report how functional units were determined, while the assessment itself is
presented in Section 5, where we also introduce the heat-map visualization. Rel-
evant related work is presented in Section 6, before we conclude and outline
future research in the last section.

2 Overview of the Method

Our long-term research goal is to elaborate an assessment method for test suites,
which could be a natural extension to existing software quality assessment ap-
proaches. The key problem is how to gain knowledge of overall system properties
of thousands of tests and at the same time understand lower level structure of
the test suite to draw conclusions about enhancement possibilities. In our previ-
ous work [16], we proposed a method to balance between the two extreme cases:
providing system level metrics is not satisfactory for in depth analysis; while
coping with individual tests may miss higher level aims in case of large size test
suites.

by
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Fig. 1. Overview of the adapted TAIME approach

We adapted the TAIME approach to use it for assessment purposes. The
main steps of the proposed test suite analysis method are presented in Figure 1.
The basic idea is to decompose the program into features that will divide the
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test suite and the program code into different groups. This can be done in sev-
eral ways, e.g. by asking the developers or, as we did, by investigating the tests
and the functionality what they are testing. After we have a set of features
we can decompose the test suite and the code into groups. Those tests, which
are intended to test the same functionality, are grouped together (test groups).
The features are implemented by different (possibly overlapping) program parts
(such as statements or procedures), which we call code groups. In the following,
we will use the term functional unit to refer to the decomposed functionality,
which we consider as a pair of associated test group and code group (see Fig-
ure 2). The whole analysis process is centered around functional units, because
by this division the complexity of large test suites can be handled more easily.
The decomposition process (the number of functional units, the granularity of
code groups and whether the groups may overlap) depend on the system under
investigation. It may follow some existing structuring of the system or may re-
quire additional manual or automatic analysis. More on how we used the concept
of functional units in our subject system will be provided later in the paper.

Functional unit

Code group Test group
(procedures) (tests)

Fig. 2. Functional units encapsulate procedures and corresponding tests

According to the GQM approach [3], the aim of test suite understanding
and analysis can be addressed by various questions about functional units. The
proposed method lets us answer questions about the relation of code and test
groups to investigate how tests intended for a functionality cover the associated
procedures; and also about the relation of an individual functional unit to other
units or to the test suite.

3 Metrics for Test Suite Evaluation

In this section we give an overview of metrics, coverage and partition that will
be used for test suite evaluation. All metrics will be defined for a pair of a test
group T and a code group P. Let T be the set of tests of a functional unit and
P be the set of procedures which usually belong to the same functional unit.

3.1 Coverage Metric (cov)
We define the Coverage metric (COV) as the ratio of the number of procedures in

the code group P that are covered by test group 1. We consider a procedure as
covered if one of its statement was executed by a test case. This is the traditional
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notion of code coverage, and is more formally given as:

~ |{p € P | p covered by T}|

cov(T, P) P

Code coverage measures are widely used in white-box test design techniques,
and they are useful, among others, to enhance fault detection rate, drive test
selection and test suite reduction. This metric is easy to calculate based on the
coverage matrix produced by test executions. Possible values of cov fall into
[0,1] (clearly, bigger values are better).

3.2 Partition Metric (PART)

We define the Partition metric (PART) to express the average ratio of procedures
that can be distinguished from any other procedures in terms of coverage. The
primary application of this metric is to support fault localization [19]. The basis
for computing this metric are the coverage vectors in a coverage matrix corre-
sponding to the different procedures. The equality relation on coverage vectors
of different procedures will determine a partitioning on them: procedures covered
by the same test cases (i.e. having identical columns in the matrix) belong to
the same partition. For a given test group T and code group P we denote such
a partitioning with IT C P(P). We define m, € II for every p € P, where

7, = {p’ € P | p is covered by and only by the same test cases from T as p}.

Notice that p € 7, according to the definition. Having fault localization appli-
cation in mind, |m,| — 1 will be the number of procedures “similar” to p in the
program, hence to localize p in 7, we would need at most |7,| — 1 examinations.
Based on this observation, the PART metric is formalized as follows, taking a
value from [0, 1]:

2 pepmpl = 1)

PART(T,P)=1— ERGEEDE

The numerator can be also interpreted as the sum of |7|- (|7| — 1) values for
all different partitions. It will be best (1) if test cases partition procedures so
that each procedure belongs to its own partition, while it will be the worst (0)
if there is only one big partition with all the procedures.

P1 P2 P3 P4 P5 Pé

t1 1 o 0 O 0 O

to 0 1 o 0 0 O

ts 1 1 1 1 1 1

ty 1 1 1 1 0 1
C= ts 1 1 o 0 0 O
te 1 1 1 0O 0 O

tr 1 1 0O 0 1 1

ts 1 1 1 1 0o 0

Fig. 3. An example coverage matrix
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The cov and PART metric values for our example coverage matrix (see Fig-
ure 3) can be seen in Table 1. The metrics were calculated for four test groups
and for the whole matrix, the code group always consisted of all procedures.
This example exhibits several cases where either cOV is higher than PART, or the
other way around. Although in theory there is no direct relationship between
these two metrics, with realistic coverage matrices we observed similarities for
our subject system as described later.

Table 1. Metrics of the example coverage matrix in Figure 3

Test group ‘ cov ‘ PART ‘ Partitions
{t1,ta} 0.33 0.60 {{r1}, {p2}. {P3.Pa.P5,P6}}
{t3,t4} 1.00 0.33 {{r1,p2,P3, P4, 6}, {P5}}
{t5,tg} 0.50 0.73 {{rp1,p2},{r3}, {Pa,p5, P6}}
{t7. ts} 1.00 | 0.80 {{r1.p2}, {p3, pa}, {ps, P61}
{ty...tg} 1.00 1.00 {{r1}. {2} {r3}. {pa}. {p5}. {p6}}

4 Data Extraction from the WebKit System

The first two steps in the adapted TAIME method is to set the granularity and
determine the test and code groups. In this section we present the extraction
process of these groups from the WebKit system [20], a layout engine that renders
web pages in some major browsers such as Safari. WebKit contains about 2
million lines of C++ code (this amounts to about 86% of the whole source code)
and it has a relatively big collection of regression tests, which helps developers
keep code quality at a high level.

We chose to work on the granularity of procedures (C++ functions and
methods) due to the size and complexity of the system, but our approach is
generalizable to finer levels as well. (In [16], we applied the TAIME method on
both statement and procedure level.)

The next step was to determine test and code groups. WebKit tests are
maintained in the LayoutTests directory. It contains test inputs and expected
results to test whether the content of a web page is displayed correctly (they
could be seen as a form of system level functional tests). In addition to strictly
testing the layout, it contains, for example, http protocol tests and tests for
JavaScript code as well. Tests are divided into thematic subdirectories to group
tests of particular topics. These topics are the different features of the WebKit
system and this separation made by the WebKit developers gave the base of the
decomposition of the program into functional units. Based on this separation,
the decomposition of the test suite into test groups was a natural choice.

At the separation of the program code, it is important to note that the asso-
ciated code groups were not selected based on code coverage information, rather
on expert opinion about the logical connections between test and code. Code
groups could be determined automatically based on the test group coverage,
but in that case the coverage of code groups would be always 100%. Our choice
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to involve experts helps to highlight the differences between the plans of the
developers and the actual state that the test suite provides.

Table 2. Functional units in WebKit with associated test and code group sizes

Functional unit | Number of Tests | Number of Procedures

WebKit 27013 84142
canvas 1073 400
css 2956 1899
dom 3749 3761
editing 1358 1690
html5lib 2118 4176
http 1778 454
js 8313 8113
svg 1955 6336
tables 1340 2035

The resulting functional units can be observed in Table 2. We identified a
total number of 84142 procedures in WebKit, and the full test suite contains
27013 tests, as shown in the first row of the table.* The rest of the table lists
selected functional units and the statistics of the associated test and code groups,
which are detailed in the following subsections. We asked 3 experienced WebKit
developers — who have been developing WebKit at our department for about 7
years — to determine functional units of the WebKit system.

4.1 Test Groups

As the experts suggested, the test groups were determined based on how Web-
Kit developers categorize tests. The LayoutTests directory contains a separate
directory for each functionality in the code that is intended to be tested. These
directories (and their sub-directories) contain the test files. A test case in Web-
Kit is a test file processed by the WebKit engine as a main test file, which can
include other files as resources. The distribution of the number of tests in these
main test directories can be seen in Figure 4. There are several small groups
starting form the 12th largest directory in the middle of the diagram. We could
either put them into individual groups, which would make the analysis process
inefficient (with too many groups but less gain), or we could threat them as one
functional unit breaking the logical structure of the groups. Finally we decided
to exclude these tests, so about 91% of tests were included in our experiments.

4 Actually, there are more tests than this, but we included only those tests that are
executed by the test scripts. We used revision r91555 of the Qt (version 4.7.4) port
of WebKit called QtWebKit on the x86 64 Linux platform. Also, only C++ code
was measured.
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Fig. 4. Number of tests in various test directories in WebKit

However, we found some inconsistencies in the test directory structure, so
made further adjustments to arrive at the final set of groups. First, the fast di-
rectory contains a selection of test cases for various topics to provide quick test-
ing capability for WebKit. This directory is constantly growing, and takes about
27% of all the tests in WebKit. Unfortunately, it cannot be treated as a separate
functional unit as it contains tests that logically belong to different functions.
Hence we associated each fast/* subdirectory to some of the other groups and
a small, heterogeneous part is left uncategorized, marked as fast-remaining
(starting with this point we cut the remaining test groups, see in the middle of
Figure 4). Second, there exist three separate test groups for testing JavaScript
code. This language plays a key role in rendering web pages, and the project
adopted two external JavaScript test suites called sputnik and ietestcenter.
In addition, the WebKit project has its own test cases for JavaScript in the
fast/js directory. We used the union of these three sources to create a common
JavaScript category called js in our tables.

4.2 Code Groups

Once the features were formed, we asked the experts to assign source code direc-
tories/files to functionalities based on their expertise, but without letting them
access the coverage data of the tests. This task required two person-day effort
from the experts and the result of this step was a list of directories and files for
each functional unit. The path of each procedure in the code was matched against
this list, and the matching functional unit(s) were assigned to the procedures.
We chose this approach to avoid investigating more than 84000 procedures one
by one and so we determined path prefixes and labeled all procedures automati-
cally. However, this method resulted in a file level granularity in our dataset, and
increased the overlap between functional units. Eventually, out of 84142 proce-
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dures we associated about 28800 with one of the functional units, during code
browsing only procedures strictly implementing the functionality of the units
were selected. The omitted procedures usually included general functionality
that could not be associated with any of the functional units unambiguously. At
the end of this process, all experts accepted the proposed test and code groups.

We used several tools during this process. For the identification of all proce-
dures in WebKit (including non-covered ones) the static C/C+-+ analyzer of the
Columbus framework [8] was used. Furthermore, we used the SoDA library [15,
17] for trace analysis and metrics calculation after running the tests on the in-
strumented version of WebKit.

At the end of this process we determined the groups, executed the test suite
and measured the coverage using the given metrics.

5 The Internals of a Test Suite as seen through Metrics

In this section, we present the last, analyze step of the proposed TAIME approach
by first presenting our measurement results using the introduced metrics on
WebKit, then at the end of the section we evaluate the system based on the
result and determine possible enhancement opportunities.

5.1 Coverage metrics

In the first set of experiments, we investigated the code coverage metrics for
the different functional units to find out if a test group produces higher overall
coverage on the associated code group than the others. In particular, for each
test group - code group pair we calculated the percentage of code that the cor-
responding test cases cover, which we summarize in Table 3. Rows in the table
represent test groups while code groups are in the columns, and each cell con-
tains the associated coverage metric cov. For example, we can observe that tests
from the canvas functional unit cover 26% of the procedures of unit css.

The first row and column of this table show data computed for the whole
WebKit system without separating the code and tests of the functional units. The
coverage ratio of the whole system is 53%, which means that about 47% of the
procedures is never executed by any of the test cases (note that for computing
system level coverage all tests are used including the 9% tests omitted from
individual groups). This is clearly a possible area for improvement globally, but
let us not forget that in realistic situations complete coverage is never aimed
due to a number of difficulties such as unreachable code or exception handling
routines.

We can interpret the results of Table 3 in two ways: by comparing results in
a row or in a column. In the former case, we can observe which code groups are
best covered by a specific test group, and in the latter the best matching test
group can be associated with a code group. Using the latter it can be observed
which tests are in fact useful for testing a particular piece of code. We used a
graphical notation in the matrix of two parallel horizontal lines for rows and two
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Table 3. Coverage metric values and heat-map for test groups in functional units

£ g ¢ 5
o £ 55 §5 5% g 5
WebKit 53 | .56 .61 .59 .67 .67 .65 .47 .50
canvas 16 |[M46] 26 24 .07 .19 .00 [:30] .03
css 24 | a3 |5l 887 25 186 .00 W83 11
dom 33 | .17 |38 W2 34 Bl .12 W88 .08
editing 23 | .02 [:31 [i38) [H66] 85] .01 |81 .06

html5lib 29 | 12 (37 W43 46 B3 13 A 20
http 33 |[:23 I A2 25 | (S O] 14
js 33 | .16 157 G 50 A s EE
svg 26 | .01 88 185 17 21 .01 [0 NS0l

tables 18 | .00 .29 .30 .16 [.31 .00 .26 .02

EEREEEEEE | -

vertical lines for columns, respectively, to indicate the maximal values. In order
to have a more global picture of the results, we also present them in a graphical
way in the form of a ‘heat-map’: the intensity of the red background of a cell
is proportional to the ratio of the cell value and the column maximum, i.e. the
column maxima are the brightest.

The most important to observe is that, except for tables, each code group
is best covered by its own test group. This is an indicator of a good separation of
the tests associated with the functional units. In the other dimension, there are
more cases when a particular test group achieves higher coverage on a foreign
code group, but the value in the diagonal is also very high in all cases. The
dominance of the diagonal is clearly visible, however there are some notable
cases where further investigation was necessary. For example code group http,
which is very specific to its test group, and tables, which does not have a clear
distinction between the test groups. We are going to discuss these cases in more
detail at the end of this section. Another observation is that the coverage values
in the main diagonal are close to the overall coverage of 53%.

5.2 Partition metrics

The partition metrics for the functional unit pairs showed surprising results. As
can be seen in Table 4 — that also shows the corresponding heat-map information
—, the PART metric values basically indicate the same relationship between the
test and procedure groups as the coverage metrics. In fact, the Pearson correla-
tion of the two matrices of metrics (represented as vectors) is 0.98.
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Table 4. Partition metric values and heat-map for test groups in functional units
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In general, the coverage and the partition metric values do not necessarily
need to be correlated, which is illustrated also in our example from Figure 3 and
Table 1. However, certain general observations can be made as follows. When
the number of tests and procedures are over a certain limit, it is more likely that
a unit with high coverage will include different tests and produce high partition
metric as well, but it can happen that a unit with high coverage consists of test
cases with high but very similar coverage values, in which case the partition
metric will be worse. On the other hand, if the coverage is low, it is unlikely
that the partition metric will be high because non-covered items do not get
separated into distinct partitions. In earlier work [19], we used partition metrics
in the context of test reduction, and there the difference between partitioning
and coverage was distinguishable. We explain this also by the fact that the
reduced test sets consisted of much less test cases compared to the test groups
of functional units from the present work.

5.3 Distribution of procedures

In a theoretical case of an ideal separation of functional units (code and test
groups) the above test suite metric tables would contain high values only in
their diagonal cells. Our experiments show that this does not always hold for
WebKit test groups. We identified two possible reasons for this phenomenon:
either test cases are not concentrated to their own functional unit, or procedures
are highly overlapping between functional units. We calculated the number of
common procedures in all pairings of functional units and it turned out that in
general the overlap is small: css is slightly overlapped with four other groups;
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and the html51ib group contains most of the canvas and is overlapped with
tables. From the small amount of the total 567 common procedures we reason
that test cases cause the phenomenon. Although the tests are aiming well defined
features of WebKit, technically they are high level (system level) test cases ex-
ecuted through a special, but fully functional browser implementation. WebKit
developers acknowledged that tests go through functional units, for example a
single test case for testing an svg animation property will cover also css for style
information, js for controlling timing and querying attributes, which also implies
the coverage of some dom code as well.

5.4 Characteristics of the WebKit test suite

We summarize our observations on functional units that we found during the
analysis of metrics in the previous sections.

Regarding the special cases, we identified two extremes in the system. On the
one hand, there are functional units, where code groups are not really exercised
by other test groups, while their test groups cover other code groups. One of these
groups is http. By investigating this group, we found that most functionalities —
i.e. assembling requests, sending data, etc. — are covered by the http test group,
while other test groups usually use basic communication and small number of
requests. The number of test cases in these groups could probably be reduced
without losing coverage, but only with taking care of tests which cover the related
code of the group.

On the other hand, there are groups like the tables group which is some
kind of an outlier in the sense that this code group is heavily covered by all of the
test groups. The reason for this is that it is hard to separate this group from the
code implementing the so-called box model in WebKit, which is an integral part
of the rendering engine. Thus, almost anything that tests web pages will use the
implementation of the box model, which is mostly included in the table code
group. Hence, the coverage data is highly overlapping. Although its coverage is
the highest one tables maintains good PART metrics. Highly covered by other
test groups, tables should be the last one to be optimized among the test
groups. The number of test cases in this group could probably be reduced due to
the high coverage by other modules, however, more specific tests could be used
to improve coverage.

According to our analysis there is room for improving the coverage of all code
groups as they are around the overall coverage rate of 53%. Another general
comment is that component level testing (unit testing) is usually more effective
than system level testing (as is the case with WebKit) when higher code coverage
is aimed. For example, error handling code is very hard to be exercised during
system level testing, while at component level such code can be more easily
tested. Thus, in a long term, introducing a unit test framework and adding real
component tests would be beneficial to attain higher coverage.

In summary, the experience that we gatherd from analyzing the data of the
adapted TAIME method appoints two main ways to improve testing. The pro-
posed metrics can either be used to provide guidance for the developers during
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the maintenance of the tests, or to focus test reduction on enhancing specific
capabilities of the test suite, e.g. fault detection and localization [19].

6 Related Work

Although there exist many different criteria for test assessment [22], the main
approach to assess the adequacy of testing has long been the fault detection
capability of test processes in general and test suites in particular. Code coverage
measurement is often used as a predictor to the fault detection capability of test
suites, but other approaches have been proposed as well, such as the output
uniqueness criteria defined by Alshahwan and Harman [1]. Code coverage is also
a traditional base for white-box test design techniques due to the presumed
relationship to defect detection capability, but some studies showed that this
correlation is not always present, inversely correlated to reliability [18], or at
least not evident [11, 10].

There have been sporadic attempts to define metrics that can be used to
assess the quality of test suites, but this area is much less developed than that
of general software quality. Athanasiou et. al. [2] gave an overview on the state
of the art. They concluded that although some aspects of test quality had been
addressed, basically it remained an open challenge. They provided a model for
test quality based on the software code maintainability model, however, their
approach can only be applied on tests implemented on some programming lan-
guage.

Researchers started to move towards test oriented metrics only recently,
which strengthens our motives to work towards a more systematic evaluation
method for testing. Gomez et. al. provide a comprehensive survey of measures
used in software engineering [9]. They found that a large proportion of metrics
are related to source code, and only a small fraction is directed towards testing.
Chernak [6] also stresses the importance of test suite evaluation as a basis for
improving the test process. The main message of the paper is that objective mea-
sures should be defined and built into the testing process to improve the overall
quality of testing, but the employed measures in this work are also defect-based.

Code coverage based test selection and prioritization techniques are also re-
lated to our work as we share the same or similar notions. An overview of regres-
sion test selection techniques has been presented by Rothermel and Harrold, who
introduced a framework to evaluate the different techniques [14]. Elbaum et al. [7]
conducted a set of empirical studies and and found that fine-grained (statement
level) prioritization techniques outperform coarse-grained (function level) ones,
but the latter produce only marginally worse results in most cases, and a small
decrease in effectiveness can be more than offset by their substantially lower cost.
A survey for further reading in this area has been presented by Yoo et al. [21].
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7 Conclusions

Systematic evaluation of test suites to support various evolution activities is
largely an unexplored area. This paper provided a step towards establishing a
systematic and objective evaluation method and measurement model for (regres-
sion) test suites of evolving software systems, which is based on analyzing the
code coverage structures among test and code elements. One direction for future
work will be to continue working towards a more complete test assessment model
by incorporating other metrics, possibly from other sources like past defect data.

We believe that our method for test evaluation is general enough and is not
limited to the application we used it in. Nevertheless, we plan to verify it by
involving more systems having different properties, and in different test suite
evolution scenarios such as metrics-driven white-box test case design.

Regarding our subject WebKit, our observations are based mostly on the in-
troduced metrics and we did not take into account the feasibility of the proposed
optimization possibilities of the tests. We plan to involve more test suite metrics
and investigate our actual suggestions in the future.
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