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Abstract. Cascaded speech recognition (SR) and information extrac-
tion (IE) could support the best practice for clinical handover and re-
lease clinicians’ time from writing documents to patient interaction and
education. However, high requirements for processing correctness evoke
methodological challenges and hence, processing correctness needs to be
carefully evaluated as meeting the requirements. This overview paper re-
ports on how these issues were addressed in a shared task of the eHealth
evaluation lab of the Conference and Labs of the Evaluation Forum
(CLEF) in 2016. This IE task built on the 2015 CLEF eHealth Task
on SR by using its 201 synthetic handover documents for training and
validation (appr. 8, 500 + 7, 700 words) and releasing another 100 docu-
ments with over 6, 500 expert-annotated words for testing. It attracted 25
team registrations and 3 team submissions with 2 methods each. When
using the macro-averaged F1 over the 35 form headings present in the
training documents for evaluation on the test documents, all participant
methods outperformed all 4 baselines, including the organizers’ method
(F1 = 0.25), published in 2015 in a top-tier medical informatics journal
and provided to the participants as an option to build on, a random
classifier (F1 = 0.02), and majority classifiers for the two most common
classes (i.e., NA to filter out text irrelevant to the form and the most com-
mon form heading, both with F1 < 0.00). The top-2 methods (F1 = 0.38
and 0.37) had statistically significantly (p < 0.05, Wilcoxon signed-rank
test) better performance than the third-best method (F1 = 0.35). In
comparison, the top-3 methods and the organizers’ method (7th) had
F1 of 0.81, 0.80, 0.81, and 0.75 in the NA class, respectively.
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1 Introduction

Fluent information flow, defined as channels, communication, contact, or link-
ages to pertinent people [1], is critical in healthcare in general and in particular
in clinical handover or handoff, where a nurse, other clinician, or a group of clin-
icians is transferring professional responsibility and accountability, for example,
when changing shifts [2]. This shift-change nursing handover is a form of clinical
narrative where only a small part of the flow is documented electronically in writ-
ing [3] although without this, anything from two-thirds to all spoken handover
information transferred incorrectly or lost completely already after a couple of
shift changes [4, 5]. Moreover, failures in the flow of information from nursing
handover are a major contributing factor in over two-thirds of sentinel events in
hospitals and associated with over a tenth of preventable adverse events [2].

As a mechanism to contribute to quality and safety in healthcare, best
practice for the handover information documentation recommends standardized,
structured, and synchronous processes at patient site in the presence and active
involvement of the patients, and where relevant, their next-of-kin [6].5 In order
to support their compliance, cascaded speech recognition (SR) with information
extraction (IE) has been studied since 2015 [7, 8], also as part of the eHealth
evaluation lab by the Conference and Labs of the Evaluation Forum (CLEF) [9].
As justified empirically in clinical settings in 2014, the cascade pre-fills a struc-
tured handover form for a clinician to proof, edit, and sign off [10, 11]. Based
on the rate of information loss above, the approach of the nurse who is handing
over revising and signing off the document draft him/herself any time before the
shift ends (but preferably immediately after the handover) can decrease the loss
from 0 to 13 per cent.

This novel application evokes fruitful challenges for method research and
development, and consequently, its SR part and IE parts were chosen as the
CLEF eHealth 2015 Task 1a [12] and CLEF eHealth 2016 Task 1 [13], respec-
tively.6 First, SR is complicated by clinical characteristics of a large number of
nurses moving between patient sites to involve patients in handover, resulting
in a noisy minimally-personalized multi-speaker setting far from a typical case
with a single person, equipped with a personalized SR engine, speaking in a
peaceful office. Second, SR errors multiply in cascading with IE. Because of the
severe implications that these errors may have in clinical judgment and decision-
making, the cascade correctness needs to be carefully evaluated as meeting the
healthcare requirements.

The cascaded tasks align with the CLEF eHealth usage scenario of easing
patients, their next-of-kin, and other laypersons in understanding and accessing
electronic health (eHealth) information [14, 15]. Namely, the application could

5 See also similar guidance by the World Health Organisation (WHO) at
http://www.who.int/patientsafety/research/methods_measures/human_
factors/organizational_tools/en/ (last accessed on 1 July 2016).

6 See https://sites.google.com/site/clefehealth2015/ and https://sites.
google.com/site/clefehealth2016/ (last accessed on 1 July 2016).



release a substantial amount of healthcare workers’ time from documentation
to, for example, longer discussions about the findings, care plans, and consumer-
friendly resources for further information with the patients, and/or their next-
of-kin. Fulfilling the legal requirement to document every event in healthcare
can take over half of nurses’ working time with centralized clinical information
systems or fully structured information entry (whilst free-form text entry at
the patient-site decreases this to a few minutes per patient) [16–18]. SR drafts a
written document from a tenth to three-quarters of the time it takes to transcribe
this by hand, whilst the clinician’s proofing time is approximately the same
in both cases [19], or equivalently, draft text for a minute of handover speech
(with 160 words, corresponding to the range that people comfortably hear and
vocalize words [20]) is available only 20 seconds after finishing the handover
with a real-time SR engine that recognizes at least as many words per minute
as a very skilled typist (i.e., 120 [21]). Cascading this with content structuring
through IE can bring further efficiency gains by easing finding information and
making this content available for computerized surveillance and decision-making
in healthcare [22].

The rest of this organizers’ overview of the Task 1 of the CLEF eHealth
Evaluation Lab 2016 on handover IE is organized as follows: In Section 2, we
describe the materials and methods provided and used by the organizers in the
task. In Section 3, we introduce the task results. In Section 4, we conclude by
summarizing the main findings, relating them with previous work on clinical IE,
and discussing the significance of this study.

2 Materials and Methods

2.1 Text Documents

The NICTA Synthetic Nursing Handover Data [8, 9] was used in Task 1.7 This
set of 101 synthetic patient cases for training, another 100 validation, and yet an-
other 100 for testing was developed for SR and IE related to nursing shift-change
handover in 2012–2016. The dataset was authored by a registered nurse (RN)
with over 12 years’ experience in clinical nursing and its content was thus very
similar to real documents in Australian English (which cannot be made avail-
able). Each case consisted of a patient profile, a written, free-form text paragraph
(i.e., the written handover document); and for SR purposes, its spoken (i.e., the
verbal handover document) andspeech-recognized counterparts.

The written handover documents were used in Task 1 with the training,
validation, and test set having 8, 487, 7, 730, and 6, 540 words in total. In the
last year’s Task 1a on SR, the 101 training and 100 validation cases were used for
training and testing; for this year’s Task 1 on IE, the dataset was supplemented
with another independent test set of 100 cases.

7 See https://www.nicta.com.au/nicta-synthetic-nursing-handover-open-data-
software-and-demonstrations/ (last accessed on 1 July 2016).



The data releases with the requirement to cite [8] for the training set, [9] for
the validation set, and this paper for the test set were approved at NICTA and
the RN was consented in writing. The spoken, free-form text documents were
licensed under Creative Commons — Attribution Alone — Non-commercial —
No Derivative Works (CC-BY-NC-ND) and the remaining documents under
Creative Commons — Attribution Alone (CC-BY).

2.2 Human Annotations

In Task 1, the written handover documents were annotated, by the aforemen-
tioned RN using the Protégé 3.1.1 Knowtator 1.9 beta [23], with respect to a
form with 49 headings (aka classes) to fill out. The form was compatible with ex-
isting handover forms, matched the Australian and international standards and
best practice for handover communication, and mimicked the RN’s practical
experiences from two Australian states/territories [7, 8].8

Alphabetically, the following 35 of these classes were present in the train-
ing set:

– Appointment/Procedure: 1) City, 2) ClinicianGivenNames/Initials, 3) Clin-
icianLastname, 4) Day, 5) Description, 6) Status, 7) Time, and 8) Ward,

– Future: 9) Alert/Warning/AbnormalResult, 10) Discharge/TransferPlan, and
11) Goal/TaskToBeCompleted/ExpectedOutcome,

– Medication: 12) Dosage, 13) Medicine, and 14) Status,
– MyShift: 15) ActivitiesOfDailyLiving, 16) Contraption, 17) Input/Diet, 18)
OtherObservation, 19) Output/Diuresis/BowelMovement, 20) RiskManage-
ment, 21) Status, and 22) Wounds/Skin, and

– PatientIntroduction: 23) AdmissionReason/Diagnosis, 24) Ageinyears, 25)
Allergy, 26) CarePlan, 27) ChronicCondition, 28) CurrentBed, 29) Curren-
tRoom, 30) Disease/ProblemHistory, 31) Gender, 32) GivenNames/Initials,
33) Lastname, 34) UnderDr_GivenNames/Initials, and 35) UnderDr_Last-
name.

Irrelevant text was to be classified as NA and the annotation task was seen as
multi-class classification, that is, each word could belong to precisely one class.

To improve the annotation consistency in including/excluding articles or ti-
tles and in marking gender information in each document if it was available, some
light proofing was performed semi-automatically by HS and LZ before releasing
the classification gold standard (GS) under the CC-BY license.

2.3 Measures in Performance Evaluation

Precision (Prec), Recall (Rec), and their harmonic mean

F1 =
2 Prec Rec
Prec+ Rec

8 For further information on and illustration of the dataset, its creation, and the form,
we refer the reader to the Methods section of our previous paper [8].



were measured. Performance was evaluated first separately in every heading
and NA. That is, if TPc, FPc, and FN c refer to the numbers of true positives,
false positives, and false negatives for a class c ∈ {1, 2, 3, . . . , 35, 36 = NA},
respectively, the class-specific measures were defined as

Precc =
TPc

TPc + FPc
,Recc =

TPc

TPc + FN c
, and

F1 c as their harmonic mean. Then, we documented the performance in the
dominant class of 36 = NA and averaged over the first 35 classes present in the
training set by using macro-averaging (MaA) and micro-averaging (MiA) with
the former measures being

PrecMaA =

∑35
c=1 Precc
35

,RecMaA =

∑35
c=1 Recc
35

, and

F1MaA their harmonic mean and the latter measures being

PrecMiA =

∑35
c=1 TPc∑35

c=1 TPc + FPc

,RecMiA =

∑35
c=1 TPc∑35

c=1 TPc + FN c

, and

F1MiA their harmonic mean.
Because our desire was to perform well in all classes, and not only in the

majority classes, the macro-averaged results were to be emphasized over the
micro-averaged results. Hence, this F1MaA was used to rank the participant
submissions. The 14 validation words and 27 test words annotated with a class
not present in the training set were excluded from the evaluation.

2.4 Baselines Methods in Performance Evaluation

This year we were aiming to lower the entry barrier and encourage novelty
in Task 1 by providing participants with not only an evaluation script (i.e.,
the CoNLL 2000 Shared Task on Chunking9) but also processing code for IE,
together with all its intermediate and final outputs from our previous paper [8].
This organizers’ method called NICTA served as one of the four baseline methods.

The NICTA method solved the IE task by using the CRF++ implemen-
tation10 of the Conditional Random Fields [24] trained on the training set and
validated on the validation set [25, 26], prior to testing it on the independent test
set. The method generated its eight syntactic (e.g., the lemma, part of speech
tag, and parse tree of a given word), three semantic (i.e., the top-5 candidates
of a given word retrieved the Unified Medical Language System (UMLS), its top
UMLS mapping, and its medication score, derived from the Anatomical Ther-
apeutic Chemical List), and two statistical feature types (i.e., the location of a

9 See http://www.cnts.ua.ac.be/conll2000/chunking/ (last accessed on 1
July 2016).

10 See http://taku910.github.io/crfpp/ (last accessed on 1 July 2016).



given word on a ten-point scale from the beginning of the document to its end
and the number of times a given term occurs in a document divided by the
maximum of this term frequency over all terms in the document) by processing
the original text documents using Stanford CoreNLP (English grammar) by the
Stanford Natural Language Processing Group [27], MetaMap 2012 by the US
National Library of Medicine [28], and Ontoserver by the Australian Common-
wealth Scientific and Industrial Research Organisation (CSIRO) [29].

The other three baselines were Random (i.e., classifying each word by select-
ing one out of the 36 classes randomly11), NA [i.e., classifying each word as be-
longing to the dominant training class of 36) NA], and Majority [i.e., classifying
each word as belonging to the majority training class of 11) Future_Goal/Task-
ToBeCompleted/ExpectedOutcome].

2.5 Statistical Significance Testing in Performance Evaluation

Statistical differences between the F1MaA percentages of the methods were
evaluated in Task 1 using the R 3.2.4 implementation of the Wilcoxon signed-
rank test (W ) [30].12 This test was chosen as an alternative to the paired t-test,
because of not being able assume that the F1MaA percentages for the sample
of the 100 test documents were normally distributed.

After ranking the baselines and submissions based on their F1MaA on the
entire test set, W was computed for the paired comparisons from the best and
second-best method to the second-worst and worst method. The resulting p
value and the significance level of 0.05 was used to determine if the median
performance of the higher-ranked method was significantly better than this value
for the lower-ranked method.

3 Results

The task released a training set of 101 synthetic clinical documents on 30 October
2015; an independent validation set of 100 documents on 30 October 2015; and an
independent test set of 100 documents on 15 April 2016. The test set annotations
were not released before 1 August 2016.

The task was open for everybody. We particularly welcomed academic and
industrial researchers, scientists, engineers and graduate students in SR, natu-
ral language processing, and biomedical/health informatics. We also encouraged
participation by multi-disciplinary teams that combine technological skills with
content expertise in nursing.

By 30 April 2016, 25 teams had registered their interest in the task through
the CLEF 2016 registration system.13 Each team was allowed to submit two fully
automated methods (or compilations) — referred to as using the suffixesA and
B) after the team name.
11 using https://www.random.org/, last accessed on 1 July 2016
12 See http://www.r-project.org/ (last accessed on 1 July 2016).
13 See http://clef2016.clef-initiative.eu (last accessed on 1 July 2016).



By 1 May 2016, regardless of the difficulty of 36-class classification with
only about 16, 200 training and validation instances in total, three teams had
submitted two IE methods each. The team TUC-MI (that also participated
the 2015 SR task) originated from Germany, LQRZ from the Netherlands, and
ECNU_ICA from China.

The team TUC-MI followed an interdisciplinary approach and consisted of
four computer scientists, supervised by one professor. Two scientists brought
the expertise from the field of natural language processing as well as informa-
tion retrieval exploring features for the clinical context. The other two scientists
had practical experience in machine learning and computational linguistics. The
latter group developed strategies for feature subset selection and performed pa-
rameter optimization for learning methods. The team’s approach focused on the
exploration of relevant features for CRFs. Therefore, the team used wrappers
for feature subset selection in conjunction with parameter optimization to con-
sider how the algorithm and the dataset interact. First, as TUC-MI-A, the team
composed a set of 41 features based on Stanford CoreNLP, latent Dirichlet al-
location, regular expressions, and the ontologies of WordNet and UMLS. Next,
the team applied the heuristic methods best-first and greedy (hill-climbing) with
forward and backward direction to feature evaluation and selection. In the de-
velopment phase, the team also observed that 19 out of 41 features performed
best in combination with the hyperparameter C = 10 of the CRF classifier and
submitted this configuration as TUC-MI-B.

The team LQRZ had an Artificial Intelligence Master Student, a Postdoc
supervisor, and a Master in Artificial Intelligence supervisor. Its both meth-
ods tried to avoid the feature engineering handcraft effort and aimed at using
general domain data (no clinical specifics). The method LQRZ-A consisted of
a one-hidden-layer (tanh) Multilayer Perceptron, with a context window of 7,
trained with Adagrad for 50 epochs. Its parameters were the following: W1:
word embeddings — intersected with the GoogleNews pretrained embeddings
(300 dimensions), b1: uniform bias, W2: uniform weights, and b2: uniform bias.
The output layer (softmax) computed the probability of the word belonging to
each form tag (39 tags, considering the training and validation set tags). The
method LQRZ-B consisted of an ensemble method. On the first step, a Random
forest was used to identify NA tags (by binary-discriminating between NA and
Others). On the second step, a one-hidden-layer (tanh) Multilayer Perceptron,
with a context window of 7 was used to categorize between the remaining tags.
The Random forest used the GoogleNews pretrained embeddings (300 dimen-
sions) as features (and a random-sampled vector if the word was not found in
the word2vec model). The Multilayer Perceptron parameters were as above.

The team ECNU_ICA had six people in total: a PhD student, three graduate
students, and two professors. They had participated evaluation labs on clinical
language processing before. In its method ECNU_ICA-A, the team extracted
the bed number, room number, age, and doctor’s name by using rules. Then, the
team ran the organizers’ CRF and combined its result with the result obtained
by utilizing rules. In contrast, in the method ECNU_ICA-B, the team selected



Table 1. Performance of the four baselines and six submissions on the 100 test doc-
uments. In the F1MaA column, an asterisk (*) indicates that the method of the row
was significantly better than the method of the row below (p < 0.05, Wilcoxon signed-
rank test). The top-3 values for each measure are emphasized. When the organizers’
announced the evaluation results on the test set to the participants, the team LQRZ
noticed an unfortunate human error in the output writing of both methods. The orga-
nizers allowed them to re-submit and the results corresponding to the corrected outputs
are included below.

Method Macro-averaged Micro-averaged Class NA
Prec Rec F1 Prec Rec F1 Prec Rec F1

TUC-MI-B 0.493 0.369 0.382 0.500 0.505 0.503 0.812 0.802 0.807
ECNU_ICA-A 0.493 0.406 0.374* 0.510 0.522 0.516 0.816 0.788 0.802

LQRZ-B 0.425 0.383 0.345 0.490 0.517 0.503 0.849 0.779 0.813
TUC-MI-A 0.423 0.300 0.311 0.503 0.443 0.471 0.726 0.850 0.783

LQRZ-A 0.411 0.307 0.308 0.563 0.472 0.514 0.723 0.894 0.800
ECNU_ICA-B 0.428 0.292 0.297* 0.581 0.459 0.513 0.675 0.881 0.764

NICTA 0.435 0.233 0.246* 0.433 0.368 0.398 0.682 0.831 0.749
Random 0.018 0.028 0.019* 0.018 0.030 0.022 0.405 0.030 0.055
Majority 0.000 0.029 0.001 0.016 0.027 0.020 0.000 0.000 0.000

NA 0.000 0.000 0.000 0.000 0.000 0.000 0.407 1.000 0.579

the best suitable feature set for each class from the feature types provided by
the organizers. Then, the team ran the organizers’ CRF based on those features
only. At last, it use the method of voting to determine the class for each word,
used the IE rules of the ECNU_ICA-A for the bed number, room number, age,
and doctor’s name, and combined the results obtained by utilizing rules and
voting methods.

We organizers’ were excited that all three participating teams scored among
the top 3 and all six participant methods outperformed all four baselines in Task
1 (Tables 1 and 2), including the organizers’ method, published in 2015 in a top-
tier medical informatics journal. The top-2 methods had the F1MaA percentages
of 38.2 (TUC-MI-B with F1NA of 80.7 per cent) and 37.4 (ECNU_ICA-A with
F1NA of 80.2 per cent), respectively. Their difference was not statistically sig-
nificant but they were significantly better than the 34.5 per cent performance of
the third-best method (LQRZ-B with F1NA of 81.3 per cent). In comparison,
the NICTA baseline with its F1MaA percentage of 24.6 (and F1NA of 74.9 per
cent) was significantly worse than the participant methods but significantly bet-
ter than the Random, Majority, and NA baselines with the respective F1MaA
percentages of 1.9, 0.1, and 0.0.

4 Discussion

The macro-averaged F1 scores of the top-3 methods over the 35 form headings
(i.e., 0.382, 0.374, and 0.345) demostrate the great difficulty in performing well
for each heading. However, they all and even the organizers’ NICTA baseline



Table 2. Performance on the 101 training and 100 validation documents

Method Macro-averaged Micro-averaged Class NA
Prec Rec F1 Prec Rec F1 Prec Rec F1

Training
TUC-MI-B 0.998 0.995 0.996 0.997 0.998 0.997 0.998 0.997 0.998

ECNU_ICA-A 0.995 0.992 0.994 0.995 0.991 0.993 0.993 0.998 0.995
LQRZ-B 0.768 0.699 0.718 0.810 0.861 0.835 0.859 0.791 0.824

TUC-MI-A 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
LQRZ-A 0.741 0.591 0.624 0.908 0.862 0.884 0.920 0.979 0.948

ECNU_ICA-B 0.454 0.328 0.344 0.461 0.528 0.492 0.864 0.706 0.777
NICTA 1.000 0.976 0.980 1.000 0.914 0.955 0.903 1.000 0.949
Random 0.017 0.027 0.017 0.017 0.030 0.022 0.490 0.032 0.060
Majority 0.002 0.029 0.003 0.058 0.105 0.075 0.000 0.000 0.000

NA 0.000 0.000 0.000 0.000 0.000 0.000 0.444 1.000 0.615
Validation
TUC-MI-B 0.511 0.382 0.386 0.577 0.509 0.541 0.737 0.862 0.794

ECNU_ICA-A 0.467 0.329 0.345 0.655 0.478 0.553 0.667 0.927 0.775
LQRZ-B 0.434 0.397 0.385 0.541 0.546 0.543 0.846 0.835 0.840

TUC-MI-A 0.461 0.322 0.330 0.542 0.463 0.500 0.721 0.872 0.789
LQRZ-A 0.468 0.344 0.355 0.636 0.495 0.557 0.696 0.920 0.793

ECNU_ICA-B 0.483 0.313 0.331 0.603 0.454 0.518 0.677 0.920 0.780
NICTA 0.485 0.297 0.324 0.649 0.398 0.493 0.597 0.931 0.727
Random 0.018 0.025 0.018 0.018 0.030 0.022 0.437 0.031 0.057
Majority 0.001 0.029 0.003 0.050 0.085 0.063 0.000 0.000 0.000

NA 0.000 0.000 0.000 0.000 0.000 0.000 0.409 1.000 0.580

(7th) exceed the heading-specific F1 of 0.900 for 5, 6, 3, and 2 headings, re-
spectively. These four methods have also the respective heading-specific F1 of
0.807, 0.802, 0.813, and 0.749 in filtering out irrelevant information. In com-
parison, clinical IE has gradually improved to reach this heading-specific F1 of
at least 0.900 in 1995–2008 but none of these 170 reviewed studies focuses on
nursing notes [33]. Instead, they report on processing chest and other types of
radiography reports, discharge summaries, echocardiogram reports, and pathol-
ogy reports.

As discussed in our 2015 Task 1a overview [9], open data, open source code,
and open evaluation results are not only prerequisites for the basic scientific prin-
ciple of the result reproducibility [34, 35] but they also increase return on public
investment, encourage diversity of studies and opinion, enable the exploration of
new topics and areas, and reinforce open scientific inquiry [36, 37]. Whilst this
open movement in health sciences and informatics is progressing, particularly
for source code [38] and evaluation results [39], its slowness in releasing data has
significantly hindered method research, development, and adoption [40].



Evaluation labs have improved the situation [40, 41], but with some excep-
tions [42–44],14 most open data are deidentified [14, 15] and/or with use re-
striction [45, 15]. The risk of identifiable components remaining in deidentified
data and other difficulties in deidentification [46, 47] are against releasing verbal
clinical documents or their transcriptions [48]. Moreover, on Australian clini-
cal data, deidentification is to be avoided because under the Australian Privacy
Act, it actually results in reidentifiable data, which introduces use restriction
together with requirements to consent all data subjects (e.g., patients, their vis-
itors, nurses, and other clinicians in the case of Australian nursing shift-change
handover with nurses team meeting followed by a patient-site meeting) and ob-
tain the the proper ethics approvals and research permissions [49, p. 27]. The
use restrictions are further complicated for our case of the Australian nursing
shift-change handover at the patient site, since non-reidentifiable real documents
applicable to this case that allow the release and use without, for example, com-
mercial restriction do not exist.

The significance of this study lies in its releases of our open synthetic clinical
data, open source code, and open evaluation benchmarks to support innova-
tion and decreasing barriers of method research and development. Due to the
aforementioned difficulty of providing ethically-sound open data, we have com-
promised by providing synthetic data that closely matches the reality. We have
validated this matching by employing and project-funding clinical experts to
confirm the typicality and compare the synthetic documents with real docu-
ments, forms, and related processing results [10, 19, 11, 7, 8]. To the best of our
knowledge, this is the first open dataset that that matches our case of the Aus-
tralian nursing shift-change handover at the patient site, is not reidentifiable,
and can be used without restriction. Moreover, to lower the entry barrier and
encourage novelty, we have released both evaluation and processing code for
IE together with its all intermediate and final outputs for the participants and
other members of the clinical language processing community as an option to
build on [8].
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