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ABSTRACT 
Technology supported peer review has drawn many interests from 
educators and researchers. It encourages active learning, provides 
timely feedback to students and multiple perspectives on their 
work. Currently, online peer review systems allow a student’s work 
to be reviewed by a handful of their peers. While this is quite a good 
way to obtain a high degree of confidence, reading a large amount 
of feedback could be overwhelming. Our observation shows that 
the students even ignore some feedback when it gets too large. In 
this work, we try to automatically summarize the feedback by 
extracting the similar content that is mentioned by the reviewers, 
which would capture the strength and weaknesses of the work. We 
evaluate different auto summarization algorithms and length of the 
summary with educational peer review dataset, which was rated by 
a human. In general, the students found that medium-size generated 
summaries (5-10 sentences) encapsulate the context of the reviews, 
are able to convey the intent of the reviews, and help them to judge 
the quality of the work.  

Keywords 

Automatic Summarization, Peer Assessment, Peer Review, 
Evaluation. 

1. INTRODUCTION 
Many pieces of evidence show that peer review could bring 

benefits for educators and learners [1,2]. It encourages active 
learning by requiring students to exercise their knowledge when 
they assess others’ work. It also induces students to give extensive 
written feedback, which is typically more reflective than oral 
feedback.  It can enhance learning outcomes, provide a useful 
assessment in ill-structured domains, and in general, enhance the 
formative feedback that students receive. Enhancing formative 
assessment (feedback) is an important aspect of education as it 
provides a reflection to improve learning and teaching strategies 
continuously. Feedback enhances the development of an 
individuals’ metacognitive and critical thinking skills [3]. Giving 
feedback and adjusting one’s own behavior based on feedback 
received from others is a skill that can, and should, be acquired 
through practice and training [4]. Peer feedback benefits this 
interaction more by allowing learners and teachers to experience 
multiple perspectives on the students’ performance, rather than the 
singular voice of a teacher. In addition, including students in the 
assessment process also improves the learners’ buy-in of the 
assessment process and helps them to focus their learning strategy 
better.  

Peer assessment is able to provide timely, actionable feedback 
to learners, which help them to continuously measure how well they 
have mastered the subjects. Through continuous measurements, 
learners could adjust the way they learn quickly, in case the method 
that they use doesn’t work quite well. That is essential to the 
development and execution of self-regulatory skills [5]. Moreover, 
as a learning tool, assessing their peers can provide students with 

skills to form judgments about what constitutes high-quality work 
[6]. In his synthesis of over 500 meta-analyses, Hattie found 
feedback to be among the top influences on student achievement 
with an average effect size of .79 [7]. Feedback in the form of 
cues—such as peer-review comments—had effects sizes 
approaching 1.0 [7]. 

While getting feedback from different perspectives is helpful, 
the extent of these feedbacks could easily overwhelm the students, 
and may even cancel out the desired effects of helping students to 
identify their strengths and weaknesses related to the assignment. 
Our preliminary study shows that within traditional classes that are 
enrolled in Expertiza, the students get feedback from 3-5 reviewers. 
In a few cases, students could even get feedback from more than 10 
reviewers. Each feedback could be very extensive depending on the 
given rubric. In Expertiza, we found that the rubric contains on 
average, 8-9 criteria, with two courses even having 159 criteria. 
Each student / team receives reviews from 5 reviewers on average, 
and the highest number of reviews was from 72 reviewers, within 
multiple rounds. The number of words in the feedback that each 
student / team receives from multiple reviewers on average is 175 
words, and the most extensive feedback reaching 8500 words. 
When assuming that a sentence in average consist of 15 words, it 
means that each reviewee gets approximately 11-12 sentences, but 
it could also reach 566 sentences, which would clearly be 
overwhelming. It is even worse when the students have to read 
feedback from multiple reviewers that sounds repetitive.  

One way to improve this situation is to provide a summary of 
feedback when the amount has grown extensive. There are a few 
different ways that summaries could be used in peer review 
systems. First, the instructor could benefit from having a summary 
of the qualitative feedback that his students get from their peers. It 
allows the instructor to sense the general of the problems of his 
class in that particular assignment. On the student side, having a 
summary of the feedback could also help them to get a quick 
glimpse of their strength and weaknesses. This paper focuses on 
studying providing the summaries for the students.  

A summary for the students could be visualized differently. 
For instance, when the peer review systems rely on rubrics, a 
summary could be provided for each piece of feedback given for a 
criterion such as depicted in Figure 1. Alternatively, the summary 
could be presented as a holistic narrative that includes the rubric 
and the feedback. The summary could also be presented as bullet 
points grouped under the tone polarity that may resemble the pros 
and cons of the work. For this study, we choose to show the 
summary as a narrative since it is the most compact form to show 
the summary.  

The remainder of the paper is organized as the following. 
Section 2 discusses related works. Section 3 discusses approaches 
to evaluate text summarization, section 4 discusses our study and 
the results. Section 5 conclude our paper and discuss the future 
work.  



2. RELATED WORKS 
According to the authors’ knowledge, previous work on auto-

summarizing peer reviews is not available. However, product 
reviews and microblogging have taken advantage of the 
technology. Summarizing product reviews and microblogging have 
some similarity with summarizing peer review. They deal with 
multiple short unstructured-free-texts schemes, which may contain 
some degree of repetitions. Moreover, reviews are usually written 
casually, which sometimes consist of incomplete sentences or 
incorrect grammar. Popular products may have hundreds or even 
thousands of reviews, thus, it is difficult for a user to extract useful 
information such as product qualities and services [8-11].  

Early works on product reviews summarization focus on 
extracting overall customer sentiments (e.g., positive, negative, or 
neutral), but it has developed further and able to identify topics 
based on their salience [12], or extract features of a product and 
identify opinions that associate with them [13]. Most of these 
approaches depend on the co-occurrence of words. Another 
interesting approach tries to identify the pros and cons of a product 
from the reviews by using Maximum Entropy classification [14].  

2.1 Text Summarization Approaches 
Text summarization is covered under the umbrella of Human 

Language Technologies(HLT). The goal has been to enable 
communication with machines using natural skills. HLT also 
encompasses areas such as retrieval, sentiment analysis, and text 
classification. Most of these techniques have emerged out of a need 
to condense content by selection or generalization. With the 
information explosion, new text summarization techniques have 
emerged in the last decade. In this section, we will try to broadly 
define this domain and various methods that have been used for text 
summarizations 

Research on text summarization has existed from the late ‘50s 
[15]. Since then other approaches have been proposed, however, 
there has not been an approach that is able to determine the quality 
of summaries produced by a human. This shows that producing 
summaries is a complex problem. The algorithm must be able to 

detect redundancy, sentence ordering, temporal dimension, identify 
relevant content and merge it into new fragments of information. 
Das and Martins [16] emphasize 3 important aspects that 
characterize research on automatic summarization: 

 Summaries may be produced from a single document or 
multiple documents 

 Summaries should preserve important information 
 Summaries should be short. 
Text summary can be done by extraction, which combines the 

most important subset of the original document, or abstraction that 
introduces new concepts that abstract the original content. 
Condensing large amounts of text into relevant and necessary 
summary can be challenging. With over 50 years of research in this 
area, different types of summarization techniques have emerged. 

2.1.1 Statistical-based approach 
Luhn algorithm [15] is one of the oldest known works in this 

field. This approach is fundamentally based on a finding of most 
frequently used words. However, words that do not carry semantic 
value are ignored while computing summaries eg. “a” or “the”.  
This approach is also known as Term Frequency- Inverse 
Document Frequency (TF-IDF). Any content is treated like a bag 
of words and sentence frequency is calculated using weighted term 
frequencies and inverse sentence frequencies. Using these 
frequencies sentence vectors are created and scored, the highest 
scoring ones become part of the summary. Filatova and 
Hatzivassiloglou [17] have claimed that these methods may not 
prove to be generating high- quality and relevant summaries. 
Another approach called SumBasic [18] works based on an 
observation that the relative frequency of a non-stop word in a 
document set is a good predictor of a word appearing in a human 
summary. It assigns scores to each sentence based on how many 
high-frequency word appears in it. KLSum extract sentences from 
the source documents which have the highest similarity to the 
overall distribution of words in the entire document cluster. It 
measures the similarity across word distributions on KL-
Divergence [19]. 

Figure 1. Expertiza summarizes reviews for the students according to the rubric criteria. 



2.1.2 Topic-based approaches 
This idea was developed based off of the cue-based method. It 

is based on the hypothesis that relevance is computed based on 
presence or absence of certain words in a dictionary. Edmundson 
[20] was one of the first attempts in this area. Sentences such as “in 
conclusion” or “the aim of this” are treated as good identifiers of 
relevant sentences. This technique also comprises of title method 
and location method. Title method assigns higher weights to words 
appearing in title and subtitles while location method looks for 
higher weighted words based on their location in the start of 
paragraphs. Algorithms such as Edmundson require a set of 
sentences as input in order to condense text based on such criteria. 
Hence, this also limits the use of this approach wherein the structure 
of sentences may not be known ahead of time and may vary vastly 
with each context. 

2.1.3 Graph/cluster-based approaches 
LexRank [21] and TextRank [22] are some of the algorithms 

which use this approach. The node of each graph is used to 
represent the text element. Edges define a semantic relationship 
between each node. These are taken as inputs to the connectivity of 
a graph and help in exploring various topologies that may be 
possible. In TextRank, vertices are representative for the units to be 
ranked. For sentence extraction, a vertex is added to the graph for 
each sentence in the text. The edges represent a “similarity” relation 
between sentences, where “similarity” is measured as a function of 
their content overlap, which can be determined as the number of 
common tokens between the lexical representations of the two 
sentences. The content overlap is normalized by dividing with the 
length of each sentence.  

Walking through these graphs result into different summaries, 
could be just a random traversal of graph or even based on some 
weights. Computing shortest in such graphs may even lead to an 
abridged version of the larger text. These techniques have proved 
to be effective in multiple domains such as biomedical, image 
captions and social media summarizations. Our experiment uses 
both TextRank to condense student and reviews and see if they 
could be used effectively in this domain. 

2.1.4 Discourse-based approaches 
Approaches mentioned in the previous sections do face 

problems from the linguistic point of view. The sentences formed 
by these algorithms do not have a rhetorical structure. Hence, a 
summary produced by such algorithms often not cohesive nor 
coherent in terms of language. As a result of which new approaches 
were explored which could combine both statistical as well as 
linguistic techniques. 

Latent Semantic Analysis (LSA) uses Singular Value 
Decomposition (SVD) technique to find orthogonal dimensions of 
a multi-dimensional data [23]. This technique involves creating a 
matrix of document and words that are semantically related to each 
other. Each column represents the weighted term frequency vector 
of a sentence in the set of documents.  Then singular value 
decomposition (SVD) is used on the matrix to derive the latent 
semantic structure. Words that occur in related contexts are placed 
closer in the matrix which helps in establishing semantics just the 
way they occur in a human brain. LSA uses word vectors to find 
relations between different sentences based on their mutual 
orthogonal positions. If a word combination pattern is salient and 
recurring in document, this pattern will be captured and represented 
by one of the singular vectors. Each singular vector represents a 
salient topic/concept of the document, and the magnitude of its 
corresponding singular value represents the degree of importance 

of the salient topic/concept. The summarization process chooses 
the most informative sentence for each topic by selecting the largest 
index value in K-th right singular vector in the matrix. This form of 
chaining of sentences improves the quality of summaries and also 
helps capture the context of the text. 

2.1.5 Machine learning based approaches 
Hidden Markov Models and Bayesian methods are some the 

well-known machine learning techniques. However, text 
summarization is not just limited to using only these techniques. 
Some algorithms such as NetSum [24] and RankNet [25] use a 
learning algorithm in order to score sentences and then extract the 
most relevant portions out of a text. However just like topic based 
approach, this seems to perform well in classified knowledge 
domains. When exposed to a scenario where each text may vary 
from another the learning aspect of the algorithm may not be well 
trained with vacillating texts. It could be identified as an interesting 
problem in the coming years. 

3. SUMMARY EVALUATION  
Text summarization could be evaluated using diverse 

approaches as depicted in Figure 2. When evaluating a large scale 
of text, the automatic approach is usually chosen since it requires 
significantly less effort than the manual approach. However, the 
manual approach usually yields more reliable results, relative to 
text that is natural to human language.  The evaluation measures of 
the text summary can be determined by intrinsic content evaluation 
which compares its content with an ideal summary [26]. It usually 
calculates the co-selection metric such as precision, recall, and F-
score to measure how many ideal sentences exist in the summary. 
Another approach evaluates the content by comparing the words in 
the sentences, instead of the whole sentences. This approach allows 
comparing the automatic extracts with the summaries generated by 
human, although they contain newly written sentences.  

 

Figure 2. The taxonomy of summary evaluation  
measures [26]. 

3.1 OUR STUDY 
Although previous studies on these algorithms exist, they 

focus on the intrinsic content evaluation exists, which compare the 
automatically generated summary with human generated summary 
in order to obtain the recall, precision, and F-Score. We believe that 
even human can generate summaries in many different ways, and 
comparing the automatically generated summaries with only one 
summary that is generated by human, would not be able to help us 
determining their usefulness for our use case. Thus, instead of 
focusing on an intrinsic content evaluation, we design our study 
similar to usability study, in which we presented the generated 
summaries to our potential users and have them rate their quality 
based on a set of rubric criteria.  



Additionally, the study was designed to find out whether some 
of the existing text summarization algorithms are yield different 
perceived qualities as well as finding out the preferred length of the 
review summary for the educational peer review. After reviewing 
the literature, we choose 3 algorithm samples that are created using 
different approaches. First, based on the Graph analysis category, 
we choose TextRank since it is quite simple to implement and 
performs quite fast to extract summaries from a large amount of 
reviews. Second, we choose LSA (Latent Semantic Analysis), 
which is based on Discourse since it is the most popular algorithm 
in this category. Third, we choose KLSum since it a significant 
improvement of algorithms in this category that is mostly used. 
Since we cannot know in advance the application domain of the 
assignments, it would be impractical for our use case to use 
algorithms that require domain knowledge such as the topic based 
and machine learning based. Therefore, decided to exclude them in 
our study. 

To perform our study, we use an open source implementation 
of these algorithms in python that can be found at 
https://pypi.python.org/pypi/sumy. 

We took two samples of peer reviews from a writing 
assignment in the Object-Oriented Languages and Systems 
graduate course. We used these three algorithms to generate 
summaries which have a length of 3, 5 and 10 sentences, which 
result in nine combinations as shown in table 1. As an initial 
attempt, we simply present the summary as a narrative that 
combines feedback based on different criteria.  

To administer the survey, we use several google forms that 
contain the 9 summaries, each of which is followed by the survey 
questions. The participants received the summaries in different 
order to cancel out the survey fatigue affecting the survey results of 
any particular algorithm. In order to be sure that each order is 
performed by approximately the same number of participants, the 
order was calculated using the Latin square technique. After 
reading each summary, the participants had to answer the survey 
that contains five Likert scale questions as follows: 

1. How would you rate the structure of the given summary? 
2. Does this summary encapsulate the context of all or most of 

the reviews?  
3. Does the summary convey the intent of the reviewers?  
4. Please rate the readability of language for the given summary? 
5. Does the summary help you to judge the quality of the work? 

We announced the survey to the students who took part in the 
OSS course in fall semester 2015 and twenty-eight people 
volunteered to participate in the survey. 

3.2 Results 
We calculated the Cronbach alpha for the survey items based 

on the results and we found that in average they are highly reliable 
(α=0.81).  

As depicted in Figure 3A, the result of the survey shows that 
in average, the participants rated the usefulness of the generated 
summary 3.6, on the scale of 1 being the worst to 5 being excellent. 
TextRank with the 10 length to be the best (M=3.9, SD = 1) and 
KL Sum with the length of 3 to be the worst (M=3.4, SD = 0.9). 
however, a paired T-test does not show any significant difference 
between the two means.  

When considering only the length of the summary, the 
participants rated the longer the summary higher than the shorter 
ones in almost all questions except for the structure. We suspect 
that a summary of three sentences is potentially too short for the 
reader to grasp the context of the reviews. However, within a very 
short summary, the readers expect direct important points instead 

of good flow between the sentences, unlike the longer summaries 
where the flow between sentences is more noticeable to the readers. 
Despite of these trends, unfortunately, a paired T-Test there are no 
significant differences among the results and therefore, we cannot 
be sure if this result applies for the future cases.  

When considering only the algorithms, the participants in 
average rated TextRank higher than LSA and KL Sum in almost all 
questions except for the readability, where LSA gets the highest 
rate and the structure of the summaries, where all algorithms get in 
average almost the same scores. TextRank does produce a summary 
with more overlapping content as it relies on how often the 
sentences are “recommended” by the other sentences and calculate 
recursively to draw information from the entire text. However, 
there are no significant differences between these algorithms since 
the generated  

 
Figure 3. From the scale of 1 (worst) to 5 (best), (A) User 

perception to each summary. (B) User perception to the 
summary algorithms. (C) User perception to the summary 

lengths.  

4. CONCLUSION AND FUTURE WORK 
Providing summaries to the students help them to quickly scan 

feedback that they get from their peers.  The result of the study 
shows that the students did not notice any quality differences 
among the summaries generated by different algorithms. However, 
although the results are not statistically significant, we see a 
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tendency that those medium sized summaries were preferable than 
the shorter ones. Therefore, it is worthwhile to perform a larger 
study to confirm this. 

In the future, we would like to compare the remaining two 
approaches that we did not include in our current study Topic-based 
and Machine Learning based approaches. In addition, we would 
also like to study different visualization approaches to present the 
summary. For instance, comparing the narrative form with the more 
concise pros cons bullet points or highlighting feedback that is 
mentioned multiple times by the reviewers. Visualizing the 
feedback with some degree of importance could help the students 
focusing on improving their learning strategies to overcome their 
weaknesses.  
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