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We can choose the block V; from the condition of asymptotic stability of the
slow subsystem, which for an autonomous system takes the form

Re )\j(Al — Vlél) < 0. (12)
For the estimation of state vector of the initial system we have
my =my +ePm,, mo=m,+ Lm;.

Let us construct the full order observer for slow subsystem of the block diagonal
system (10)

V= Alv,

A, (13)

as
1, = (A — ViCh)n, + Viy.

We can choose the block V; from the condition of the asymptotic stability which
for an autonomous system has a form of the inequalities (12).
It can be proved that

flirgo lny —my| = 0.

As an estimation of fast variable we can use any solution of the system
e, = Aom,.

For estimation of state vector of the initial system we have

my =ny, +ePm,, mo=m,+ Lm;.

The similar reasoning can be used for construction of the Luenberger observer.

w
is nonsingular. Let Q= = (R D). The estimations of state vector take the form

For the slow subsystem (13) we choose matrix W such that matrix @ = ( C: )

m; = Da+ (R+DWV)y, me=m,,
where

&= (W —ViC1) (A Da + A (DVi 4+ R)y), «(0) = a,
E’I’hz = Agmz.

Aircraft model

Consider the model of a longitudinal motion of an aircraft, see Figure 1, [10]

V= lel — d25
é = d30[7 (14)

TS+ 6 = K,ppu.
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Fig. 1. Aircraft model

where v is a pitch angle, 8 is a flight path angle, a=v — 0 is an angle of attack,
¢ is a deviation of the elevator, d; is the aerodynamic coefficients, T and K,
are the characteristics of control-surface actuator.
The typical values of the parameters are d; = 36, do = 18, dg = 1.2, T'=0.1.
Let e =T and

v
1 = v , Tg=20.

0
The system (14) takes the form

1 = Apa+ Apr

81:2 = —Zx2, (15)

where

0 —d1 d1 —d2
All = 1 0 0 A12 = 0 )

An=(0 0 0), Ap=-1
Let the outputs be v and 6, then

=e(n) e=(0o 1)

Using the coordinate transformation

To=12, x1=v+¢ePz,

where P = P(e) is the matrix function, which satisfies the equation
—P =cA P+ A,

we can transform the system (15) to the block diagonal form

U= Apv, €= —z. (16)

The matrix function P(g) may be constructed with any degree of accuracy as
asymptotic series in small parameter

P=P()=PO 4 cp® 4
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where
dq 0
P(O) = _A12 = 0 s P(l) = —Allp(o) = —d2
0 0

Output vector y takes the form

ol v
y = C<Z)
were

C=(C, Cy), Ci=0C, Cy=ecCiP+Cy,

. 01 0 . —e2d
QZQZ(O()O) %:<162)

Let us construct the full order observer for the slow subsystem of the block
diagonal system (16)

V= AH’U7
y = Cyv,

in the form
iy = (A1 — ViCh)n, + Viy.

We can choose the block V; from the condition of the asymptotic stability in the
form

Vi =

o o Q

0
0
0

Then the estimation of the state vector v must satisfy the equation

0 —dl d1 —a a
ne=1_ 1 0 —b ny+ | b | yi(t).
0 d3 —d3 —C C

For example, let us put a =0,b=1, c=1.
As an estimation of the fast variable z we can use any solution of the system

EM, = —M,.
For the estimation of the state vector of the initial system we have
my =ny, +ePm,, my=m,.

The Figures 2 — 5 demonstrate the dynamic of the state vector and its estimation.
Similar reasoning can be used for construction the Luenberger observer.
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For slow subsystem we notice that the second row of matrix C; is zero. We
choose matrix W such that matrix

Qz(%),whereélz(O 1 O),

is nonsingular. For example,

10 0
W‘(o 0 1)'

Write matrix Q7! in the form Q= = (R D), where

0 10
R=[1], D=|o0 o0
0 0 1

The estimation of the vector v takes the form
m, = Da+ (R+ DW)y,

where

o= (W - Vlél)(AllDOZ + All(D‘/l + R)y), Oé(()) = Qo.

Let
a
(1),
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We have

. —a d
(W = ViC1) A D = ( _Z _1d3 )

For example, let us put a =0, b > 0.
As an estimation of the fast variable we can use any solution of the system

EM, = —M,.
For the estimation of the state vector of the initial system we have
mip =my, +ePmg, Mmoo =m,.

The Figures 6-9 demonstrate the dynamic of the state vector and its estimation.
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Conclusion

The asymptotic decomposition method helped us to reduce the observation prob-
lems for the dynamic systems with slow and fast variables. This approach can
be also used for solving the observation problems in a stochastic case.
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