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ABSTRACT
Computational cognitive models developed so far do not
incorporate any effect of individual differences in domain
knowledge of users in predicting user clicks on search result
pages. We address this problem using a cognitive model
of information search which enables us to use two semantic
spaces having low (general semantic space) and high (special
semantic space) amount of medical and health related infor-
mation to represent respectively the low and high knowl-
edge of users in this domain. Simulations on six difficult
information search tasks and subsequent matching with ac-
tual behavioural data from 48 users (divided into low and
high domain knowledge groups based on a domain knowl-
edge test) were conducted. Results showed that the efficacy
of modeling user selections on search results (in terms of the
number of matches between users and the model and the
mean semantic similarity values of the matched search re-
sults) is higher with the special semantic space compared to
the general semantic space for high domain knowledge par-
ticipants while for low domain knowledge participants it is
the other way around. Implications for support tools that
can be built based on these models are discussed.
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•Information systems → Personalization; Relevance
assessment;
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1. INTRODUCTION
Search systems are typically characterized as a tool to re-

trieve relevant information on a target page from the Inter-
net in response to an user query. These systems are efficient
only for a certain type of tasks such as look-up tasks or
factoid questions (“What is the distance between Mars and
Earth” or “Which is the highest mountain in Europe”) and
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are not very optimal for other kind of tasks that involve
knowledge discovery, comprehension and learning. Many
times, important information that is needed to solve the
main search problem is present in the intermediate pages
leading to the target page [19]. In such cases, it is impor-
tant to evaluate information on each page and take deci-
sions, which hyperlink or search result to click next based
on the information that is already processed. The process
of information search therefore can be conceived as a pro-
cess that involves learning or at least knowledge acquisition.
Users acquire new knowledge not only at the end of an in-
formation search process after reaching the target page, but
also during processing intermediate search results and web-
pages before they reach the target page. Learning from such
contextual information as users perform search and naviga-
tion tasks on the web, involves complex cognitive processes
that dynamically influence the evaluation of link texts and
web contents [4, 5]. Search engines do not lay any emphasis
on these intermediate steps and are largely focused only on
the step involving retrieval of relevant information. They
also ignore the influence of cognitive factors such as domain
knowledge [17, 3] on the cognitive processes underlying in-
formation search and navigation and follow a one-size-fits-all
model.

In this paper, we focus on the differences in informa-
tion search behavior due to the individual differences in the
domain knowledge of users. It is known that users with
high domain knowledge have more appropriate mental rep-
resentations and higher activation degrees of concepts and
stronger connections between different concepts in the con-
ceptual space compared to users with low domain knowl-
edge [14]. A number of experiments investigating the role
of domain knowledge on information search and navigation
performance have been conducted in the cognitive psychol-
ogy community. For example, in a recent study by [17],
domain experts were found to find more correct answers in
shorter time and via a path closer to the optimum path than
non-experts. This difference was stronger as the difficulty of
the task increased. Higher domain knowledge enables a user
to formulate more appropriate queries and comprehend the
search results and the content in the websites better, which
in turn, enables them to take informed decisions regarding
which hyperlink or a search result to click next. Domain
experts are also known to evaluate search results more thor-
oughly and click more often on relevant search results com-
pared to non-experts. This is because their higher domain
knowledge enables them to differentiate between a relevant
and a non-relevant search result better [3].



However, understanding behavioral differences through lab-
oratory experiments is not only expensive and not scalable
but also time consuming. Simulation of user interactions
with information retrieval systems therefore has been an ac-
tive area of research. Among the many click models devel-
oped by researchers from the information retrieval commu-
nity [2], only a few take into account cognitive aspects [24,
22, 7]. Moreover, they provide only limited process descrip-
tion. We therefore, employ computational cognitive models
in our research which are relevant in this context as they en-
able us to model differences in cognitive factors (such as do-
main knowledge) underlying any cognitive function(s) (such
as comprehension of search results, arriving at a relevance
estimate of search results and selecting one of the search
results to click). Also, the focus of computational cognitive
models is on the process that leads to the target information
and are therefore more capable of providing opportunities to
incorporate behavioral differences due to variations in cog-
nitive factors.

The main research question of the current study was: how
to incorporate the differences in the domain knowledge lev-
els of users into computational cognitive models that pre-
dict click behaviour on search results? Would such a model
predict user clicks on search engine result pages (SERPs,
henceforth) better than a model that does not incorporate
differentiated domain knowledge levels of users? Outcomes
of this study would have implications for the support tools
for enhancing information search performance, that can be
built based on the computational cognitive models [23, 11].

2. OUR APPROACH
We briefly introduce the computational cognitive model

called CoLiDeS that we use in our research and next to that
explain our approach to incorporate differentiated domain
knowledge into CoLiDeS.

2.1 Cognitive model
CoLiDeS, or Comprehension-based Linked Model of De-

liberate Search, developed by Kitajima et al. [15] explains
user navigation behaviour on websites. It divides user nav-
igation behavior into four stages of cognitive processing:
parsing the webpage into high-level schematic regions, focus-
ing on one of those schematic regions, elaboration / compre-
hension of the screen objects (e.g. hypertext links) within
that region, and evaluating and selecting the most appro-
priate screen object (e.g. hypertext link) in that region.
CoLiDeS is based on Information Foraging Theory [21] and
connects to the Construction-Integration reading model of
Kintsch [14]. The notion of information scent, defined as
the estimate of the value or cost of information sources rep-
resented by proximal cues (such as hyperlinks), is central to
CoLiDeS. It is operationalized as the semantic similarity be-
tween the user goal and each of the hyperlinks. The model
predicts that the user is most likely to click on that hyper-
link which has the highest semantic similarity value with the
user goal, i.e., the highest information scent. This process
is repeated for every new page until the user reaches the
target page. CoLiDeS uses Latent Semantic Analysis (LSA,
henceforth) introduced by [16] to compute the semantic sim-
ilarities. LSA is an unsupervised machine learning technique
that employs singular value decomposition to build a high
dimensional semantic space using a large corpus of docu-
ments that is representative of the knowledge of the target

user group. The semantic space contains representation of
terms from the corpus in a low number of dimensions, typi-
cally between 250 and 350 and are orthogonal, abstract and
latent [16, 18]. CoLiDeS has been successful in simulating
and predicting user link selections, though the websites and
web-pages used were very restricted. The model has also
been successfully applied in finding usability problems, by
predicting links that would be unclear to users [1]. CoLiDeS
model has recently been extended to predict user clicks on
search result pages [13]. Please note that the CoLiDeS mod-
eling so far does not incorporate any effect of individual dif-
ferences in the domain knowledge of users and that is what
we will study in the current paper.

2.2 Creation of Semantic Spaces
When using LSA, it is known that the initial corpus of

documents used to create the semantic space influences the
final similarity values obtained to a large extent [8]. Several
factors determine the choice of the corpus and the semantic
space. First and foremost, is the language of the corpus.
In our case, since we are running our experiments in The
Netherlands with Dutch participants, we need a Dutch se-
mantic space. Secondly, the corpus of documents should
be representative of the knowledge levels of the target user
group. Since the focus of our research is modeling informa-
tion search behaviour of older adults compared to younger
adults, we need two corpora that could accurately charac-
terize the difference in the knowledge levels of younger and
older adults. We have seen already that older adults have
higher crystallized intelligence or general knowledge and vo-
cabulary than younger adults. Also, since older adults read
more health related information and are more concerned
with their health, we assume that their health and medical
knowledge would be elaborated than that of younger adults.
Our goal is to build two semantic spaces that are as close as
possible to the above assumptions.

We collated two different corpora (general corpus and spe-
cial corpus, each consisting of 70,000 articles in Dutch) vary-
ing in the amount of medical and health related information.
The general corpus, representing the knowledge of low do-
main knowledge users had 90% news articles and 10% med-
ical and health related articles whereas the special corpus,
representing the knowledge of high domain knowledge users
had 60% news articles and 40% medical and health related
articles. After removing all the stop words, these two cor-
pora were used to create two semantic spaces using Gallito
[18]: a general semantic space using the general corpus (av-
erage article size: 435 words) and a special semantic space
using the special corpus (average article size: 403 words).
Following settings were used to create the semantic spaces:
300 dimensions, entire article as the window and log-entropy
weighting. Also, a word was included in the final matrix only
if it occurred in at least 6 articles.

2.3 Evaluation of Semantic Spaces
We used two biomedical data sets [6, 20] commonly used

to evaluate measures for computing semantic relevance in
the medical information retrieval community. In the first
dataset [20], created in collaboration with Mayo Clinic ex-
perts, we have averaged similarity measures on a set of 30
medical terms assessed by a group of 3 physicians, who were
experts in rheumatology and 9 medical coders who were
aware about the concept of semantic similarity on a scale



Table 1: Correlation values obtained using special
and general semantic spaces on Pedersen et al.’s and
Hliaoutakis’s benchmarks (** significant at .01 level,
* significant at .05 level).
Dataset Special

Semantic
Space

General
Semantic
Space

Pedersen’s Physicians 0.78∗∗ 0.74∗∗

Pedersen’s Coders 0.81∗∗ 0.74∗∗

Hliaoutakis’s Medical Experts 0.58∗∗ 0.38∗

of 1 (low in similarity) to 4 (high in similarity). The cor-
relation between physician judgements was 0.68, and that
between the medical coders was 0.78. In the second dataset
[6], a set of 36 word pairs extracted from MeSH reposi-
tory were assessed on a scale of 0 (low in similarity) to 1
(high in similarity), by 8 medical experts. The word pairs
in both datasets were translated to Dutch by 3 experts
and agreement among them was very high. We dropped
two word-pairs from each data set (antibiotic-allergy and
cholangiocarcinoma-colonoscopy from Pederson’s dataset and
meningitis-tricuspid atresia and measles-rubeola from
Hliaoutakis’s dataset) as they were not in the two corpora
designed by us. So, we were left with 28 word pairs from Ped-
ersen’s dataset and 34 word pairs from Hliaoutakis’s dataset.
Next, we computed the semantic similarity between the re-
maining word pairs from both data sets and computed the
correlation with the expert ratings. We expected the similar-
ity values from the special semantic space to be more highly
correlated with the expert ratings than the similarity values
from the general semantic space as the former was designed
to contain greater medical and health related information.
The correlation values obtained are shown in Table 1.

Analysing the correlation values from Table 1, we found
that the special semantic space gave a significantly higher
correlation with Hliaoutakis’s dataset and Pedersen’s Coders
data set and a marginally higher correlation with Pedersen’s
Physicians dataset, compared to the general semantic space.
Based on these outcomes, we were able to confirm that the
special semantic space has health and medical knowledge
better represented than the general semantic space.

2.4 Behavioral Data Collection
Actual behavioural data was collected from 48 partici-

pants (18 females, 30 males, average age: 48.79) in a labo-
ratory experiment. Participants were first presented with a
domain knowledge test on the topic of health in which they
had to answer twelve multiple choice questions. A correct
answer was scored 1 and a wrong answer was scored 0. They
were then presented with six information search tasks in ran-
dom order specifically from the domain of health in order to
examine the behavioural differences in click behaviour of the
participants, if any, because of the individual differences in
their knowledge of the health domain. To solve these tasks,
they had to formulate queries using their knowledge and un-
derstanding of the task, the answer was not present in one
location or a website and often they had to evaluate infor-
mation from multiple websites. For instance, for the task
“Elbert, 76 years old has been suffering for few years from
burning sensation while passing urine. He passes urine more
often than normal at night and complains of a feeling that the
bladder is not empty completely. Lately, he also developed

acute pain in the hip, lower back and pelvis region. He also
lost 12 kilos in the last 6 months. What problem could he
be suffering from?”, users had to formulate multiple queries
such as “kidney stones pain in the back”, “burning sensation
when urinating”, “urinary infection” to find the answer. The
answer to this task “prostate cancer” was also not found eas-
ily in the snippets of the search results of the queries, unless
the query was very specific.

Participants were allowed to use only Google’s search en-
gine. All the queries generated by the users, the correspond-
ing search engine result pages and the URLs opened by them
were logged in the backend. There were in total 738 queries
and 724 clicks.

3. MODEL SIMULATIONS
We followed the same methodology as authors in [13]

who extended the CoLiDeS model to predict user clicks on
SERPs. Simulations of CoLiDeS were run using both the
general and the special semantic spaces on each query and
its corresponding search results using the same methodology
followed by Karanam et al., [12] on navigating in a mock-up
website on the human body. We consider each SERP as a
page of a website. And each of the search engine results as
a hyperlink within a page of a website. The problem of pre-
dicting which search engine result to click is now equivalent
to the problem of predicting which hyperlink to click within
a page of a website. Therefore, the process of computing in-
formation scent and predicting which search result to click
remains the same as in [12]. For the time being, we used
the user-generated query as a representation of local goal or
the understanding of the user at any point of time and se-
mantic similarity values were computed from it. The main
steps we followed in simulating CoLiDeS on interacting with
the SERPs are the following: (a) the semantic similarity be-
tween the query and the title and the snippet combination
of a search result was computed, (b) this was repeated for
all the remaining titles and snippets on a SERP. The title
and snippet combination with the highest semantic similar-
ity value with the query was selected by the model, and (c)
finally, this process was repeated for all the queries of a task
and for all the tasks of a participant and finally for all the
participants. (see [13] for details of the procedure).

After running the main simulation steps a) to c) we had
available the model predictions on all the queries of all the
tasks and we could compare these with the actual selec-
tions of real participants. Please note that the CoLiDeS
model can predict only one search result per query using
this methodology becase CoLiDeS does not possess a back-
tracking mechanism whereas users in reality click on more
than one search result per query.

4. SIMULATION RESULTS
We divided the participants into two groups of high (25

participants) and low (23 participants) prior domain knowl-
edge (PDK) by taking the median score on the prior domain
knowledge test. We used two metrics to evaluate the efficacy
of modeling: number of matches per task between the model
and the actual participant behaviour and the LSA value of
the matches in our analysis. For both metrics, a 2 (Semantic
Space: General vs. Special) X 2 (Prior Domain Knowledge
(PDK): High vs. Low) mixed model ANOVA was conducted
with semantic space as within-subjects variable and prior
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Figure 1: (a) Mean number of matches (per task) and (b) Mean LSA value (of matches) in relation to
Semantic Space and Prior Domain Knowledge (PDK).

domain knowledge as between-subjects variable.

4.1 Number of matches per task
For each query and its corresponding SERP, the number of

matches between the model predictions and the actual par-
ticipant behavior is computed. This gives us an indication
of how many of the total number of actual participant clicks
per task did the model successfully predict. The main effects
of semantic space and prior domain knowledge were not sig-
nificant (p>.05). However, the interaction of semantic space
and prior domain knowledge was significant F (1,46) = 7.5,
p<.01 (Figure 1a).

4.2 LSA value of matched search result
For each match between the model and the actual partic-

ipant click, the LSA value of the match is determined using
the two different semantic spaces. Data of 2 participants
from the low domain knowledge group and 3 participants
from the high domain knowledge group had to be dropped
as there were no matches with the actual behaviour for these
participants. The main effect of semantic space was sig-
nificant F (1,41) = 8.88, p<.005. The main effect of prior
domain knowledge was not significant (p>.05). The inter-
action of semantic space and prior domain knowledge was
tending towards significance F (1,41) = 2.9, p<.09 (Figure
1b).

Taking all together, Figure 1a shows that for participants
with high domain knowledge, the number of matches was
significantly higher with the special semantic space whereas
for participants with low domain knowledge, the number of
matches was significantly higher with the general seman-
tic space. From Figure 1b, we can see that the special se-
mantic space matched user behaviour with a significantly
higher LSA value, especially for participants with high do-
main knowledge.

5. CONCLUSIONS
Indeed the results show that the modeling should take

into account individual differences in domain knowledge and
adapt the semantic space to these differences: with high do-
main knowledge participants the efficacy of the modeling (in
terms of the number of matches and the LSA values of the
matched search results) is higher with the special semantic
space compared to the general semantic space while for low

domain knowledge participants it is the other way around. A
possible explanation for the interaction effect is that the spe-
cial and the general semantic spaces give appropriate sim-
ilarity values as assessed by users with high (more precise)
and low (less precise) domain knowledge respectively. It is
important to note that these interaction effects are lost when
semantic space is not used as a factor in the analysis. That
is, if we would not have used semantic space as a factor,
we would have concluded that there is no difference in the
model’s performance between the participants with high and
low domain knowledge levels. This would have been a hasty
conclusion because when we included semantic space as a
factor in the analysis, there was an effect of PDK, but it was
dependent on the type of semantic space.

Overall, our outcomes suggest that using appropriate se-
mantic spaces - a semantic space with high domain knowl-
edge represented for high domain knowledge users and a
semantic space with low domain knowledge represented for
low domain knowledge users - gives better prediction out-
comes. Improved predictive capacity of these models would
lead to more accurate model-generated support for search
and navigation which, in turn, would lead to enhanced in-
formation seeking performance, as two studies have already
shown [11, 23]. For each task, navigation support was gen-
erated by recording the step-by-step decisions made by the
cognitive model which in turn are based on the semantic
relatedness of hyperlinks to the user goal (given by a task
description). The model predictions were presented to the
user in the form of visually highlighted hyperlinks. In both
studies, the navigation performance of participants who re-
ceived such support was found to be more structured and
less disoriented compared to participants who did not re-
ceive such support. This was found to be true, especially for
participants with a particular cognitive deficit: such as low
spatial ability.

Model generated support for information search and nav-
igation contributes to the knowledge acquisition process as
it helps the users in efficiently filtering unnecessary infor-
mation. It gives them more time to process and evaluate
relevant information during the intermediate stages of click-
ing on search results and web-pages within websites before
reaching the target page. This helps in reducing user’s effort
in turn lessening cognitive load. This can lead to better com-
prehension and retention of relevant material (because con-



textual information relevant to the user’s goal is emphasized
by model generated support), thereby, leading to higher in-
cidental learning outcomes. Concerning precising the mod-
eling itself, we are currently running experiments with the
more advanced model CoLiDeS+ [9] which was found to be
more efficient than CoLiDeS in locating the target page on
real websites [10]. CoLiDeS+ incorporates contextual in-
formation in addition to information scent and implements
backtracking strategies and therefore can predict more than
one click on a SERP. Lastly, the domain of health has been
used only as an example and we think that these results
would be generalizable to any domain.
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