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Abstract. We define the partial weighted set cover problem, a generic
combinatorial optimization problem, that includes some classical data
mining problems as special cases. We prove that it is computationally
intractable and give a local search algorithm for this problem. As appli-
cation examples, we then show how to translate clustering and outlier
detection problems into this generic problem. Our experiments on syn-
thetic and real-world datasets indicate that the quality of the solution
produced by the generic local search algorithm is comparable to that
obtained by state-of-the-art clustering and outlier detection algorithms.

1 Introduction

Let S be a set system over a finite ground set such that for all X € S and for all
x € X, z is associated with a real-valued relative weight with respect to X. That
is,  can have as many different relative weights as many sets it belongs to. In
addition to the relative weights, S is equipped with two real-valued set functions
measuring the weight and the generality of the elements of S. The weight of a set
in § is defined as the sum of the relative weights of its elements. In this paper
we consider the following partial weighted set cover problem: Given a weighted
set system S over some finite ground set as described above, a positive integer
k, and a generality function on S, find k elements of S maximizing a utility
function composed of a reward and two penalty terms. While the reward term
gives preference to sets with the highest weights, the penalty terms discourage
the selection of overlapping sets, as well as sets with high generality. Intuitively,
our aim is to select k sets that cover as many elements of the ground set as
possible, subject to the constraints that the sets have as small pairwise overlap
as possible and are as specific as possible.

We show that there is a polynomial reduction from the decision version of the
classical set cover problem, implying that the partial set cover problem is NP-
hard. To overcome the computational limitation of finding the optimal solution,
we resort to a generic local search algorithm. In each iteration of the algorithm,
the current k sets are updated by applying the two steps below:

(i) In the first step we proceed as follows: For each of the k sets, we select one of
its supersets from S that, together with the remaining k& — 1 sets, maximizes



the utility function and fulfills the following conditions: The new utility value
is greater than the old one and the new candidate set does not cover any
new element already contained by any of the other £ — 1 sets. If all these
conditions are satisfied, we replace the set by this maximal superset selected.

(ii) In the second step we then select O (log k) sets from the k sets obtained after
step (i) uniformly and independently at random. For each set selected, we
replace it either with one of its direct subsets (i.e., maximal proper subsets)
or direct supersets (i.e., minimal proper supersets) in S selected uniformly
at random. If the new k sets obtained in this way have a better utility or
they have the same utility and the outcome of a biased coin flip is head, we
keep the new k sets; otherwise we use the ones obtained after step (i).

Regarding (i), note that by construction, if at least one of the k sets will be
changed after this step, we have a strict increase in the utility. Furthermore, this
step is greedy, as the k sets are processed separately. Regarding (ii), this step
may not result in strict increase in the utility with a certain probability specified
by the user.

In the second part of the paper, we consider set systems S over some finite
set S C R%. More precisely, a subset of S belongs to S if and only if it can be
realized by a d-dimensional ball of radius r around a point p € S, where r is
the element of a finite geometric progression for some scale factor specified by
the user. The relative weights of the elements in a ball are defined by a function
monotonically decreasing in their distances to the center. If a set can be realized
by more than one ball, we take the ball with the highest weight. Using these
weights, the reward term for a family of k sets in S is defined as the sum of their
weights. Defining the generality of a set by the radii of the ball representing it,
the penalty terms are given by the sum of the radii of the k balls and by the sum
of all relative weights of the elements except for the highest one.

Using the set system with the utility function as well as the generic algorithm
sketched above, we arrive at a combinatorial optimization problem and at an al-
gorithm solving it that are highly relevant e.g. for (soft) clustering and outlier
detection problems. In fact, as we experimentally demonstrate on synthetic and
real-world data, our empirical results on these two particular data mining prob-
lems are comparable to those obtained by state-of-the-art algorithms. This is
especially remarkable because, as we will discuss in detail, the balls inducing the
set system are split into concentric annuli and two points belonging to the same
ball have the same relative weight if and only if they belong to the same annulus.
According to our experimental results, this type of distance discretization does
not seem to have a strong impact on the quality of the output.

One of the main advantages of our approach is its generality: After the do-
main dependent step of specifying the set system and the utility function for a
broad class of problems, we can solve the problem with a domain independent
algorithm. Further potential advantages will be discussed in the last section.

The rest of the paper is organized as follows. In Section 2 we formally define
the partial weighted set cover problem, show its computational intractability,
and give a local search algorithm for approximating its solution. In Section 3



we adapt our generic approach to set systems defined by d-balls and empirically
demonstrate the usefulness of our method on clustering and outlier detection
problems. Finally, in Section 4 we discuss our results and present some interesting
problems for future work.

2 The Partial Weighted Set Cover Problem

In this section we define the partial weighted set cover problem, show that it
is computationally intractable, and present a generic local search algorithm for
this problem.

Let S be some finite set and S C 2° be a set, system over .S. We assume that
there is a function wx : X — R>q for all X € &, where R> denotes the set of
non-negative real numbers. Thus, for all sets X in S and for all z € X, wx(x)
defines the relative weight of x with respect to X. In addition to the relative
weights on the elements of X, we assume that there are two set functions W
and G, both mapping S to R>¢. While

W(X) =) wx(z)
zeX
defines the weight for all X € S, G(X) specifies the generality of X. In the appli-
cations we consider, G(X) will be defined by the size of X, for some appropriate
notion of size depending on the particular problem at hand. Using the definitions
above we are ready to define the following combinatorial optimization problem
considered in this work:

The Partial Weighted Set Cover (PWSC) Problem: Given a weighted set
system S over some finite set as defined above, a positive integer k, and a
function Py : S¥ — R>o, find

argmax U(Sk) ,
SkCS,|Skl=k
with

USK) = > W(X)— > G(X)—Po(Sk) (1)

XeSy XeSy

In the definition above, Py is used to penalize the elements of S that are covered
by more than one set from Sg. Thus, our goal is to select k sets from S with
maximum weights subject to the constraints that the sets must be as specific
as possible and the overlap amongst the k sets must be as small as possible.
There are many problems that can be regarded as special cases of the PWSC
problem. As an example, in the next section we show that soft clustering and
outlier detection problems can be viewed as such special cases, allowing these
classical data mining problems to be translated into combinatorial optimization
problems.

Before giving our algorithm for the PWSC problem, we first discuss its com-
plexity. Not surprisingly, the PWSC problem is computationally intractable.
This is stated in the proposition below.



Proposition 1. The PWSC problem is NP-hard.

Proof. We prove the claim by using the following polynomial reduction from the
decision version of the set cover problem'. Let S be a set system over some finite
ground set S and define wx (z) =1, W(X) = |X|, G(X) =0, and

Po(Sk)= > Y]~

YeS,

Uy

YESk

for all X € S, for all € X, and for all S C S with |Si| = k. For the output
Sy of the PWSC problem for the weighted set system constructed we have that
U(S) = |S| if and only if there exist k sets in Sy, that cover S. O

To overcome the computational limitation stated in Proposition 1 above, we
resort to a local search algorithm for finding some approximate solution of the
PWSC problem (see Alg. 1). The parameters of the algorithm are a weighted set
system S over some finite set S, a positive integer k, and a set function Pp on
Sk. In lines 1 and 2 of the main algorithm, we greedily select k sets maximizing
the utility function given in (1). Then, until some termination condition holds,
we iteratively call two update functions (lines 3-6).

The input to the first update function (UPDATE_A) is a family Sy C S with
Sk = {S1,...,5k}. For every ¢ = 1,...,k, it selects a proper superset S; of
S; from S such that the replacement of S; by S} in Sy maximizes the utility
function. If the utility of the k sets after the replacement is greater than that
of S, we take the new configuration and continue the process with the next set
(lines 2-4 of UPDATE_A). Note that this function is greedy, as it updates the k
sets in Sy separately.

In function UPDATE_B we select O (log k) sets uniformly at random from the
input family S, = {S1,..., Sk} (line 3 of UPDATE_B) and try to shrink/enlarge
them without any decrease in the utility. More precisely, for each set S; € Sk
selected, we first calculate the family J; of maximal proper subsets (resp. the
family J5 of minimal proper supersets) of S; in S that minimize the L;-distance
of the relative weights of the elements belonging to the intersection (line 5 resp.
line 6). We then select a set from F; U Fy uniformly at random (line 7) and
replace S; in Sg by the set selected. After having processed all O (log k) sets in
this way, we compare the utility of the new k sets with that of the input ones.
We keep the new configuration if its utility is greater or it has the same utility
and the outcome of a biased coin flip is HEAD (lines 9-11). The rationale behind
the definition of F; and F3 is that we would like to avoid big steps during local
search.

! The decision version of the set cover problem is defined as follows: Given a set system
S over some finite set S and a positive integer k, decide whether there exist k sets
in § that cover S. This problem is known to be NP-complete.



Algorithm 1 MAIN

Parameters: weighted set system S over some finite set S, k € N, and Pp : S* — R>o

[y

set So =0

: for i€ [k] do §; = S;—1 U { argmax U(S;—1 U{X})}
XeS\S;_1

[\]

3: repeat

4 Sk = Update_A(Sk)

5: Sk = Update_B(Sk)

6: until some termination condition holds
7: return Sy

UPDATE_A(Sk) with S = {S1,...,S:}:
¢ Umax = U(Sk)
: for i € [k] do

1
2
3: S; = argmax U(Sk\ {S:}U{X})
X€8,X25;

4

5

if U(Sk\ {S:} U{S}}) > Umax then S, = Sk \ {Si} U {5}, Umax = U(Sk)
: return Sy

UPDATE_B(Si) with S, = {S1,...,Sk}:

: S;’c = Sk

: for all i € [k] do

flip a biased coin with Pr(HEAD) = %

if the outcome is HEAD then
Fi={X € F{:}Y € F{ with Y D X} with

A

Fi={Ze€S8:Z¢S; and Z |lwz(z) — ws, ()| is minimum}

x€EZ
6: Fo={X € Fs: Y € F} with Y C X} with

Fo=1{2¢€8:7Z25; and Z |lwz(x) — wg, (x)| is minimum}
TES;

select a set S, uniformly at random from F; U F»
set Sp = Sk \ {Si} U{Si}

2 if U(Sy) > U(S) then S, = S,

10: else if U(S;) = U(S) then

11: set Sy = Sy, if the outcome of a biased coin flip is HEAD

© o

12: return Si

3 Applications

To demonstrate the practical usefulness of our approach, in this section we
present the applications of the PWSC problem to two classical problems of
data mining: To clustering and outlier detection. In case of clustering, the task
is to identify subsets of observations (i.e., clusters) minimizing the inter-cluster



distances (i.e., the distance between instances within the same subset) and max-
imizing the inter-cluster distances (i.e., the distance between clusters). Note that
this informal definition applies to soft clustering as well. Regarding outlier detec-
tion, we use the following definition: “An outlier is an observation that deviates
so much from other observations as to arouse suspicion that it was generated by
a different mechanism” [1]. Thus, the goal of outlier detection is to distinguish
the set of outlier observations from that of the inlier ones. Similarly for example
to DBSCAN [2], we reduce the outlier detection problem to clustering; all in-
stances not belonging to any of the clusters are regarded as outliers. In order to
model the two problems above by the PWSC problem and to apply Algorithm 1,
we need to construct an appropriate weighted set system and define the reward
function Pp.

3.1 The PWSC Problem for Clustering and Outlier Detection

Both clustering and outlier detection use a concept of similarity between obser-
vations. We consider the case that the observations form a finite set S C R? for
some d and that the similarity between observations is defined by some metric
D on R?. For each point P € S, we consider a set of d-balls around P for all
radii defined by the elements of a finite geometric progression for some scale
factor. The set system S over S is then defined by the family of subsets of 5,
each covered by such a ball centered around a point P for some P € S. We will
refer to the resulting PWSC as BallCover.

More precisely, we assume without loss of generality that the smallest dis-
tance between two different points in S is 1, i.e.,

min D(Pl,Pg) =1.
Py,PeS,P1#P>

Given some positive real number 6 defining the scale factor 1 4 6, we define
L €N by

L= ﬂog1+9 R-I )

where R = max D(P;, Py). Thus,
Py,PyeS

D(P,Q) < (1+6)*

for all P,@Q € S. For all P € S, we determine an integer 0 < Lp < L that gives
an upper bound on the set of balls of center P; the algorithm calculating Lp
is discussed below. Using these concepts, for S and 6 above we define the set
system S over S by

S:{SPJZPES,OSZSLP}

with
Sp;={P' €S:D(P,P)<(1+6)} .

The definitions imply that S € S and that Sp; =S for all P € S.



For all P € S and for all [ = 0,1,..., Lp, we define the relative weights of

the instances in Sp; by
1

141
for all @ € Sp; \ Spsi—1 and for all ¢ = 0,1,...,1, where Sp_; = 0. That is,
Sp, is partitioned into [ + 1 annuli, where the Oth annulus is the point P, and
the relative weight of a point @ belonging to the ith annulus is 1/(i 4+ 1), i.e., it
is inversely proportional to the distance of the annulus from P. In this way, we
disregard the exact distance for any two points belonging to the same annulus
in Sp,l.

We now specify the generality (G) and the penalty function (Pp) for S.
Regarding the generality, we define it by

G(Spy) = A1+ 0)'

Wsp, - Q —

for all P € S and for all [ = 0,1,...,Lp, where A > 0 is some user specified
parameter. Regarding Pp, let S’ be a subset of S and let S C S be the set of
points contained by at least two sets in §’. Then Py (Sk) is defined by

Po(Sk) = Z ( Z wx (z) — max wX(a?)>

zeS’ \XeS’

That is, according to the definition of the utility function in (1), we subtract all
relative weights of a point x covered by more than one set, except for the highest
one. Finally we note that if a subset of .S has more than one ball representation,
we take the ball (and the corresponding weights) that has the highest weight.

It remains to discuss the determination of the upper bound L p for a point P €
S. Since balls having large annuli of low density are poor choices for clustering,
we need to disregard them as candidates. To find the maximum ball around
P that contains no annuli of low density, we observe the change in density
as a function of the radius while growing the ball. The density is measured
by the number of instances covered relative to the ball’s radius. Accordingly,
we sort the instances by their distance to P. The position in this list then
provides the number of instances covered at the respective distance, giving rise
to a monotone function sampled at finitely many non-equidistant positions. Our
goal is to estimate the first plateau of this unknown continuous density function.
To achieve this, we first interpolate the function value at equidistant positions
using nearest neighbor interpolation. We then approximate the first derivative by
folding the interpolated signal using a Sobel kern. Finally, we smooth the result
and determine the first position that is numerically a zero point.This position
defines the maximal radius Lp we consider for the ball around P. Due to space
limitations we omit the formal definition of this algorithm.

3.2 Experiments

To demonstrate the usefulness of our BallCover approach to the tasks of outlier
detection and clustering, we have conducted a series of experiments. We have



compared our results achieved on synthetic and real-world data from the UCI
machine learning repository[3] to those obtained by state-of-the-art algorithms.
The problems of outlier detection and clustering have been studied extensively in
the past. As a result, a wide range of different concepts and algorithms have been
proposed. For instance, there are outlier detection algorithms using information
theoretical criteria, spectral decomposition, clustering, proximity, or density. For
a recent overview of outlier detection algorithms, the reader is referred to [4].

An exhaustive comparison to all relevant outlier detection and clustering
algorithms is beyond the scope of this work. Therefore, we focus only on algo-
rithms using density criterion to identify outliers or clusters, as these are the
most similar methods to the algorithm proposed in this paper. More precisely,
we consider the following algorithms:

Local outlier factor (LOF) [5] The algorithm identifies outliers by compar-
ing the density of a point with that of its surrounding points. The size of
the surrounding neighborhood is specified by the user supplied parameter
MinPts. Within the MinPts neighborhood around a point, the local out-
lier factor (LOF) is calculated as the average density of all points in the
neighborhood normalized by the points own densities. Points with density
much lower than their neighbors produce a high LOF value and are consid-
ered outliers. For our experiments we use the implementation available with
the ELKI [6] toolkit. To identify the set of outliers, we order the instances
according to their LOF value and select the top n instances, where n is the
true number of outliers. In our experiments on synthetic data we set the
MinPts parameter (i.e., the number of instances in a cluster) to 1000; other
choices (10,20, 100) of this parameter have not lead to better results. For
the UCI datasets we follow [7] and set MinPts = 10.

Support vector novelty detection (SVIND) [8] is an extension of support
vector machines (SVM) to the case of unlabeled data. In SVM the maxi-
mal separating hyperplane is determined by the location of instances with
different labels in the feature space. However, there are no labels in SVND.
Therefore, the goal is to find a simple subset of instances such that the
probability of an instance falling into this set meets a probability threshold
parameter v. The boundary of the set is expressed in terms of a kernel ex-
pansion and its complexity is controlled by empirical risk minimization. The
algorithm takes the probability threshold v and the kernel as parameters.
For our experiments we set v to the true fraction of outliers and use the
Gaussian kernel. The Gaussian kernel itself requires the specification of the
variance o, which we set to the median distance of all points in the dataset,
following the recommendation in [9]. In our experiments we use the open
source implementation libsvm [10].

DBSCAN [2] constructs a clustering by expanding clusters around dense points,
called core points. A point is dense if it has at least MinPts neighbors in a
distance at maximum e. All points in the neighborhood are recursively added
to the cluster as long as they have MinPts neighbors. Points that do not
belong to any cluster are considered as outliers. For our experiments we use



the implementation available from sklearn [11], i.e., we leave the parameter
MinPts at the default choice of 10 and set € to the medium of pairwise
distances between two points in the data.

Isolation Forest [7] constructs an ensemble of trees, by randomly choosing at-
tributes and splits at each inner node of a tree. The tree growing stops once
each instance is isolated in a single leaf or the tree exceeds a height thresh-
old. Each tree is grown on a random sample of data and the tree height is
restricted to the height of a binary tree with number of leaves equal to the
sample size. Each instance is scored by the expected average path length
between the tree root and the node containing the instance. Instances with
a short path length are isolated earlier from the rest of the data and are con-
sidered as outliers. For our experiments we use the implementation available
in sklearn [11] and keep all parameters to their defaults (ensemble size 100,
data sample size of 256). The authors propose instances with path length
measure much smaller than 0.5 to be considered as inliers. We therefore use
this threshold to determine the prediction of outliers.

For our empirical evaluation, we need datasets with known ground truth, i.e.,
for which we know which instances are outliers within the data. Therefore, we
create synthetic datasets and use publicly available classification datasets from
the UCI repository for comparison. For the synthetic data, we place k-Gaussians
uniformly at random in a hypercube, each with a random diagonal co-variance
matrix. The centers may be generated close to each other and the resulting
distributions may have arbitrary overlap. We draw the same number of instances
from each Gaussian and add uniform noise over the hypercube extended by the
largest 30. The parameters for the data we generated here are as follows: the
center coordinates of the Gaussians are drawn uniformly at random from the
interval [0, 20] and the variances 2 from [0, 1]. We generated ten 2-dimensional
datasets with four Gaussians, having 1000 samples each and added 20% uniform
noise samples as outliers. Regarding the real-world data from the UCI repository,
we follow the transformation used in [7] to construct an outlier detection task
from the corresponding multi-class classification task, i.e., we consider classes
3,4,5,7,8,9,14,15 as outliers for the arrhythmia set, classes 1,2 for annthyroid.
The pima and ionosphere datasets are binary classification tasks, the minority
class are considered as outliers. We further take wilt and a random sample of
the adult dataset into account using the same proposition. Our selection includes
datasets of small up to large size (350-7000) and of low and high dimensions (5-
274), to cover a broad range of application scenarios.

We tested all algorithms described above by applying them to the full datasets
including the outliers during the training stage. The ground truth labels are not
presented to the learner; they are only used in the calculation of the performance
measure. We use Fj-score, with the normal instances as positive class, to access
the quality, as it accounts for the class imbalance. For our algorithm, we use the
true number of balls with the synthetic datasets and report results for different
choices of k£ on the UCI datasets. Further, we fix the parameters § = 0.1 and
A = 0.05 for all experiments. The results achieved for the different combinations



BallCover
UCI Dataset k=2 k=8 k=20 LOF SVND DBSCAN IFOREST

adult (sample) 0.79 0.86 0.87 0.80 0.79 0.86 0.87
arrythmia 093 092 087 0.88 0.57 0.89 0.92
annthyroid 0.52 074 0.68 0.93 0.93 0.95 0.96
ionosphere 0.70 0.84 0.68 091 0.88 0.83 0.87
pima 0.76 071 0.67 0.64 0.72 0.79 0.79
wilt 092 086 0.88 0.95 0.94 0.97 0.93
Synth. Dataset k=4

4-Gauss (mean) 0.95 0.98 0.95 0.97 0.97

Table 1. Summary of F; scores of outlier detection algorithms on UCI machine learning
tasks and synthetic data sets. For the ten synthetic 2-dimensional Gaussian mixtures
datasets we report the mean value of F} scores.

of the datasets and algorithms are summarized in Table 1. As we can see, the
performance of our approach depends on the choice of k, but in most cases, there
is a choice that matches the quality of the competitors (adult, ionosphere, pima,
wilt, synthetic data). Only for the annthyroid dataset, the performance of our
algorithm is clearly worse than that of any reference. In turn, we can report a
slightly better performance as the best competitor for the arrhythmia dataset.

For the clustering application we use the synthetic Gaussian datasets. Each
of the Gaussians forms a separate cluster and each instance is labeled according
to it. The uniform noise represents an additional component and is identified as
another cluster id. For comparison, we use the DBSCAN and K-MEANS clus-
tering algorithms as reference. We follow the same parameter selection scheme
for DBSCAN as used within our outlier experiments. In contrast to DBSCAN,
the K-MEANS algorithm creates a complete partition of all instances, especially
without excluding any noise. Therefore we consider different choices of k setting
it at least to the true number of Gaussian plus one additional for the noise. We
treat the cluster id as target of a multiclass classification problem and assess the
performance in terms of the weighted average over the F; scores for each of the
classes. To match the cluster id used by the algorithm with that of the ground
truth, we apply the following mapping: For the K-MEANS and DBSCAN algo-
rithms we assign to each cluster the ground truth label of the majority vote of
the instances in that cluster. For our algorithm, we use the center points to se-
lect the ground truth label for each ball. The results indicate, that our algorithm
performs better than K-MEANS for small choices of k. Increasing & leads to re-
sults comparable to our approach for most datasets. There are some cases where
K-MEANS performs better and some where our approach is slightly better (c.f.
Table 2). Further, across all sets used in this experiment, the performance of our
algorithm competes with the results of DBSCAN; in some cases, our algorithm
performs much better. A closer look at those cases reveals that our algorithm
has an advantage if the centers of the Gaussians are very close to each other,
resulting in large overlaps. In such cases, those clusters are merged by DBSCAN
and our algorithm is able to separate the corresponding data instances. An ex-



K-MEANS

Dataset ID BallCover DBSCAN k=5 k=8 k=16
05d...923 0.74 0.71 0.62 0.84 0.87
0c8...9d2 0.96 0.66 0.60 0.89 0.94
3ac...309 0.97 0.98 0.80 0.89 0.94
420...c47 0.64 0.68 0.63 0.67 0.69
718...£80 0.78 0.68 0.62 0.87 0.89
984...3e4 0.96 0.87 0.60 0.90 0.95
a63...013 0.69 0.69 0.60 0.66 0.88
bla...3af 0.96 0.98 0.81 0.89 0.93
d2d...0a5 0.95 0.70 0.59 0.87 0.93
d7b...9e2 0.96 0.97 0.62 0.91 0.95

Table 2. Weighted average F' scores unsupervised reconstruction of class structure.

True Clusters . ___BallCover Clusters i DBScan Clusters
20000 . . i 20000 20000 i
15000 § . o 15000/ f A - c 15000
10000 : - e RO 10000) ; 3 ~ i i 10000
5000

5000 5000

0 5000 10000 15000 20000 0 5000 10000 15000 20000 0 5000 10000 15000 20000

(a) (b) ()

Fig. 1. Cluster structure of synthetic dataset with overlapping Gaussians. Colors in-
dicate cluster memberships, noise cluster is black. True clusters are on the left (a),
cluster structure found by BallCover in the middle (b), for DBSCAN on the right (c).

ample of this situation is depicted in Figure 1. The true association of points to
clusters is at the left. Note the two overlapping Gaussians at the middle bottom
region. Our algorithm seeks dense balls with low overlap and small radii and can
detect the structure correctly. For DBSCAN, the two Gaussians are too close
to each other and joined into one cluster.

4 Discussion

The approach presented in this paper is a first step towards a systematic study of
its applications to other data mining/machine learning problems. The advantage
of translating such problems into the partial weighted set system problem is that
it allows for the application of techniques developed for combinatorial optimiza-
tion problems. For example, one might transform the underlying problem into
set systems of some advantageous structural properties (e.g., into matroids or
greedoids) that can be utilized by the algorithm. In this way, new tractable sub-
classes of the problem could be identified. Another interesting research direction



is the restriction of the utility function to set function classes of advantageous
algorithmic properties.

The distance discretization used in the applications considered in this work
raises the question whether our approach can be combined with state-of-the-
art techniques improving the speed, such as, for example, with locality sensitive
hashing.

Our utility function includes two penalty terms. One of them is concerned
with the generality of the elements in the set system. It is an interesting question
whether and if so, how can we control the complexity of the output via these
terms and the parameter k. Finally, we are going to investigate how to extend
our method to an interactive one, in which the set system and the utility function
are automatically adapted according to the feedback of an expert (c.f. [12]).
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