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ABSTRACT 
In this paper, we explore the problem of recognizing named 
entities in microposts, a genre with notoriously little context 
surrounding each named entity and inconsistent use of grammar, 
punctuation, capitalization, and spelling conventions by authors. 
In spite of the challenges associated with information extraction 
from microposts, it remains an increasingly important genre. This 
paper presents the MIT Information Extraction Toolkit (MITIE) 
and explores its adaptability to the micropost genre. 
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1.   INTRODUCTION 
Named entity recognition (NER) is a subtask of information 
retrieval concerned with the automatic extraction of named 
mentions of entities, where the set of possible entity types 
originally consisted of people, organizations, and locations. Even 
the original work on NER from MUC-6 recognized the need for 
systems to be able to extract varying sets of named entity types 
from varying genres [1]. Since then, NER has been used to extract 
diverse entity types (such as diseases and products) from diverse 
genres (such as speech transcripts and microposts). Practitioners 
of NER in such diverse domains have been forced to accept that 
the systems must be re-trained on in-domain data in order to 
obtain optimal results. The ability to retrain systems has enabled 
the success of NER, but knowing the quantity on in-domain 
training data that is required is often more of an art than a science. 
In this paper, we examine the requirements for successfully 
retraining an NER system to extract an expanded set of entities 
from the micropost genre, a notoriously hard genre for NER [2].

 

2.   MITIE 
The MIT Information Extraction Toolkit (MITIE) [3] is a free, 
open-source software library of state-of-the-art NLP tools 
developed at MIT Lincoln Laboratory. MITIE enables the 
automated extraction of named entities and of binary relations (for 
example, a person’s place of birth) from unstructured text in 
English and Spanish. MITIE utilizes distributional word 
embeddings [4] to reduce dimensionality and improve 
performance, Conditional Random Fields and structured support 
vector machines for learning syntactic relationships [5], and 
automated hyperparameter optimization to facilitate user 
customization. MITIE is built on the high-performance Dlib 
machine learning library [6] [7], includes interfaces to C, C++, 
Java, R, and Python, and is easy to train on new data sets [8], such 
as microposts. 

One of the goals in developing MITIE was to enable fast named 
entity recognition. To this end, MITIE is capable of processing 
53,600 words per second when run single-threaded on a 2.4GHz 
Intel Xeon processor. Even with this speed, accuracy was not 
compromised and MITIE is able to achieve an F1 score of 88.1 on 
the CoNLL 203 NER task [3] [9] 

3.   RETRAINING MITIE FOR 
MICROPOSTS 
We utilized the training data from the NEEL 2016 Challenge Data 
Set [10] for our experiments. This corpus consists of 5991 tweets 
which have been annotated for named entity mentions of types: 
person, organization, location, event, product, character, and 
thing. 

Our experiments consisted of varying the number of training 
documents and testing on the remainder of the documents, 
utilizing 5-fold cross validation. No out of domain training data 
was used to supplement the in-domain data. Each document 
corresponded to a single tweet. The documents were not 
guaranteed to contain any mentions of named entities. For each 
experiment, we trained a single MITIE model to simultaneously 
classify all seven of the entity types under consideration. 

4.   Results 
Across all of the entity types other than character and thing, 
training with in-domain data began to show diminishing (but still 
positive) returns with 500 training documents. This was seen in 
measuring F1 and precision and recall independently, as shown in 
Figures 1, 2, and 3. Also of note was that increasing the number of 
in-domain training documents benefited performance in precision 
significantly more than recall for all entity types. 
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Figure 1: F1 Score 

 
Figure 2: Precision 

 
Figure 3: Recall 

4.1   Comparison Between Entity Types 
We considered the hypothesis that the difference in performance 
in correctly recognizing different types of entity mentions was due 
to the number of times that that entity type appeared in the 
training data. This hypothesis however, proved to be false. Of 
particular interest is the performance in recognizing event 
mentions.  Despite the fact that this was a particularly rare entity 
in this corpus, MITIE excelled at recognizing event mentions, 
particularly with regard to precision. 

 
Figure 4: Entity Type Distribution 

While not a sufficient condition, there is a threshold quantity of 
mentions of a given entity type which is necessary for NER 
accuracy to be significantly above chance performance. As seen in 
Figure 4, the character entity type is extremely rare and 

correspondingly begins showing large performance gains 
beginning with 3000 training documents. 

Also of note was the consistently poor performance in recognizing 
mentions of thing entities. We hypothesize that this is due to thing 
being a poorly defined entity type, but have not yet tested that 
hypothesis. 

5.   CONCLUSIONS 
In this paper, we presented exploratory analysis comparing the 
number of in-domain training documents used with named entity 
recognition performance in the micropost genre. In this analysis, 
we also compared performance on recognizing different entity 
types. Additionally, we presented the MIT Information Extraction 
Toolkit, an open-source structural SVM approach to named entity 
recognition and binary relation extraction. 

6.   FUTURE WORK 
In future work we would like to explore other dimensions of 
retraining NER systems.  Some particular questions of interest are 
examining whether the patterns seen in the number of in-domain 
training micropost documents required are mirrored in other 
domains and identifying a causal factor that explains the varying 
performance in recognizing entities of different types. 
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