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Abstract. Wikipedia has been the primary source of information for
many automatically-generated Semantic Web data sources. However,
they suffer from incompleteness since they largely do not cover infor-
mation contained in the unstructured texts of Wikipedia. Our goal is to
extract structured entity-relationships in RDF from such unstructured
texts, ultimately using them to enrich existing data sources. Our extrac-
tion technique is aimed to be topic-independent, leveraging grammatical
dependency of sentences and semantic refinement. Preliminary evalua-
tions of the proposed approach have shown some promising results.
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1 Problem Statement
The Semantic Web envisions a web of data that can be easily processed by
machines. In contrast, only a small portion of information available on the Web
is in a machine readable format. For this reason, Semantic Web data sources
suffer from incompleteness since they do not cover unstructured information,
which represent the major part of the Web. A typical example are knowledge
bases such as YAGO [27] and DBpedia [4], extracted from Wikipedia. These
knowledge bases exploit infoboxes of Wikipedia articles. Hence, they can answer
questions like the birth date or the political party of Barack Obama. However,
they are unable to give further information like Barack Obama’s favorite sport
team because it is present only in the unstructured part of the Wikipedia article.
This problem calls for the development of effective strategies that transform
Web unstructured content into a machine-readable format. Consequently, we
can cover more information and facilitate automatic data processing.

In this work, we consider Wikipedia as our primary source of information
because of its coverage and cleanliness [12]. Being the most popular Internet en-
cyclopedia, Wikipedia hosts articles related to any kind of topics. As mentioned
earlier, each article typically also has an infobox, which contains a selected set of
information related to the article. Most RDF data sources nowadays contain in-
formation that is extracted only from the infobox, where an accurate extraction
is guaranteed thanks to its semi-structured nature. Our goal is to go further and
extract RDF triples from the unstructured part of Wikipedia articles. For ex-
ample, in the Wikipedia article of Barack Obama1 it is mentioned that “Obama
is a supporter of the Chicago White Sox”. This information can be represented
as the following triple: BarackObama supporterOf ChicagoWhiteSox. Such a

1 https://en.wikipedia.org/wiki/Barack Obama



triple can then be added to any existing data source, making it more complete.
The extraction of such entity-relationship information from all Wikipedia articles
into RDF triples has an ultimate goal of enriching existing data sources.

2 Relevancy
In the Semantic Web, introducing more high-quality RDF data in efficient man-
ner is an important issue. Many online applications, such as search engines, social
medias, or news websites, have started to utilize information from the Semantic
Web. For example, a news article talking about Barack Obama can be enriched
by some information that is previously known outside the news. If this informa-
tion is stored in RDF, as opposed to in human language, it can be retrieved and
processed more quickly and effectively.

3 Challenges and Related Work
The main challenge in this work is that there are two different problems that
need to be simultaneously dealt with. The first is the relation extraction (RE)
problem, that is, given a text containing entities, we syntactically extract rela-
tions between them. The second is the knowledge representation (KR) problem,
that is, the extracted relations should always follow a well-defined schema, se-
mantics, or ontology. This is an important issue because we want to combine
all the extracted relations to enrich existing data sources. Without handling
the knowledge representation properly, one can just extract all possible rela-
tions without considering whether, for example, two relations are equivalent and
should be merged together, or whether additional semantic details can be mined
from the sentence in order to correctly represent a more complex fact.

To illustrate the challenge, consider the previous example about Obama’s fa-
vorite sports team. In the same article, it is also mentioned that “in his childhood
and adolescence was a fan of the Pittsburgh Steelers”. From the sentence, let us
extract the following triple: BarackObama fanOf PittsburghSteelers. From
the extraction point of view, the result is already correct. However, from the KR
point of view it is not good enough. First, because the predicate supporterOf

and fanOf are equivalent in this context and should be merged. Second, since
Obama was a fan of Pittsburgh Steelers in his childhood, it is suggested that the
fact happened in the past and therefore adding time information in the repre-
sentation is necessary to differentiate it with the first example. Now, the next
challenge is how we represent a complex fact. One solution is that we append
time information into the predicate, resulting in wasFanOf, and then we spec-
ify the sub-predicate relation between wasFanOf and fanOf. Another solution
is that we keep using fanOf, and then we leverage RDF reification to append
time information as a separate triple. There may be other possible solutions, and
deciding which one is the best is most of the times difficult.

Because of the above challenges, extracting relations from Wikipedia un-
structured text has been overlooked for data-source generation purposes.
Automatically-generated data sources like YAGO [27] and DBpedia [4] extract
relations only from infoboxes which provide two advantages. First, they are semi-
structured ensuring accurate extraction. Second, they provide schema for ontol-



ogy building, ensuring a semantically well-defined data source. In YAGO case,
the ontology is enhanced by exploiting Wikipedia category pages and WordNet.

On the other hand, previous work that focused on relation extraction from
unstructured text did not concern much with the representation issue because
they do not have the goal of building or enriching Semantic Web data sources.
Typically, they use some pre-defined schema that is taken from infoboxes. As
such, they showed that they can find relations between entities only if they
are also present in infoboxes. Various technique has been used to achieve this
goal, including grammatical dependency exploitation [13] and anaphoric coref-
erences [20]. Some other work relied on existing data sources to find relations
in the text [6] [11] [17] [21]. Because of this restriction, they cannot discover
new relations that are not previously known by the infoboxes or the data
sources. Beyond Wikipedia domain, there are also efforts with similar objec-
tives [3] [7] [19] [26] [29].

Some work tried to deal with the knowledge representation issue to some
extent. Yan et al. [30] tried to detect equivalent relations by leveraging sur-
face patterns. However, they did not deal with complex fact representation. The
Never Ending Language Learning (NELL) [18] is an ongoing project that aims
to build a knowledge base to understand human language on the Web. Part of
it is by storing relations between entities, which is done not only over Wikipedia
but also other websites. However, until now a final result in the form of a struc-
tured RDF data sources containing entity relationship has not been finished yet.
Similarly, FRED [10] is machine reader that transforms a free natural language
text into RDF format, but it does not aim to create a well-constructed KB as a
result. On the other hand, Google Knowledge Vault [5] succeeded to automati-
cally build a KB from free text. However, they rely on distant supervision from
pre-existing KB so they still cannot find new relations. Because representing re-
lations of topic-independent articles is difficult, some other work focused only on
a specific type of articles, like occupation of people [9] or events [14] [22]. Some
other approaches focused on a specific type of relations instead, for example
taxonomic [2], hyponymy [28], or numerical relations [15].

From knowledge representation literature (untied to information extraction),
we consider works on expressing temporal information [24], epistemic modal-
ity [1], and complex fact in general [23] to be relevant.

4 Research questions
Summarizing the challenges explained in Section 3, we define our research ques-
tions as follows:

1. How do we extract relations between entities from the unstructured text of
Wikipedia articles?

2. How should we represent the relations? More specifically, how should we
represent complex facts?

3. How should we deal with the extraction problem and representation prob-
lem? Is there a way to structure the two problems in a good way?

In the next section, we explain our hypothesis and proposed approaches to answer
the above research questions.



5 Hypothesis and Proposed Approaches

To syntactically extract relations, we plan to leverage grammatical dependency
parsing of sentences. We hypothesize that it should be effective to detect any
kind of relations between entities in a text because a relation is always in the form
of subject, predicate, and object (i.e., a triple). Figure 1 shows an example of a
grammatically annotated sentence using StanfordNLP [16]. In this example, the
aim is to extract the triple Obama supporterOf ChicagoWhiteSox. To do this,
first we look at the entity occurrences, which are Barack Obama and Chicago
White Sox.2 Then, we check how the relation can be extracted by looking at the
dependency. We observe that both entities are connected via an nsubj depen-
dency and an nmod:of dependency which share a head at the word “supporter”.
By leveraging these two dependencies, we can correctly extract the relation.

Fig. 1. Grammatical dependency example

We then observe that this extraction can be applied to a more general case,
forming an extraction rule r1 which goes as follows: for any sentence that contains

a form of [s
nsubj←−−−− h

nmod:prep−−−−−−→ o] where s is an entity subject, prep is some
preposition, o is an entity object, and h is the common head words, then we can
extract from the sentence a relation < s concat(h, prep) o > where concat is the
string concatenation function. Relations that can be extracted by this rule, for
example, can include the predicates livedIn, marriedTo, etc. We hypothesize
that this extraction rule should be effective, that is, it can extract simple relations
from simple sentences with high precision. We identify simple relations by looking
at the fact that the relation can be represented using only one triple and the
predicate can be represented correctly by simple concatenation of words, while
simple sentences simply mean that they have a simple grammatical dependency
structure, as defined by the extraction rule.

We further make two hypotheses. First, there should exist simple extraction
rules other than r1 which leverage other kinds of grammatical dependency. We
define R as the set of all such simple extraction rules. Second, there should exist
other kinds of sentences such that if we apply only the grammatical parsing,
then the resulted relation is not good enough because some details are missing,
and that a more sophisticated representation of the relation is needed. Recall the
example in Section 3 about Pittsburgh Steelers being Obama’s favorite football
club during his childhood. In order to understand that “his childhood” refers to
a time in the past, a syntactical parsing is not enough. A semantic refinement
is necessary. From our two hypotheses, we now understand that there are two
factors that determine the complexity of the problem. First, the complexity

2 In Wikipedia, these entity annotations are typically given. In the case of missing
annotations, we will do a preprocessing first before extracting the relations.



of syntactical extraction which is based on the complexity of the grammatical
dependency. Second, the complexity of knowledge representation, which is based
on the necessity of representing complex facts. Based on this observation, we
define four difficulty classes of the problem, shown in Figure 2.
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Fig. 2. The four difficulty classes of relation extraction

Class I contains sentences from which every extraction rule in R can be
applied, which means that every correct relations can be extracted using simple
grammatical extraction and simple representation. Class II contains sentences
that may require a more complex grammatical dependency parsing that is not
contained in R, but still have simple representation. Figure 3 shows an example
of a sentence in this class. One can observe that the grammatical dependency is
much more complicated than the one shown in Figure 1.

Fig. 3. Dependency parser example of Class II sentence

Class III and IV both contain sentences from which the extracted relations re-
quire a complex representation. For sentences in Class III, an extraction rule from
R can still be applied but the result would need a further refinement. Figure 4
shows the previous example where the relation Obama fanOf PittsburghSteeler

can be extracted using extraction rule r1, but it is not precise because it does
not include time information. On the other hand, a sentence in Class IV would
require a possibly complex extraction rule that is not present in R.

Fig. 4. Dependency parser example of Class III Sentence

We plan to develop our extraction approach by going through the difficulty
classes starting from the simplest one. First, we will handle Class I sentences.



This is done by adding more rules to the set R. Each rule should have a high
precision, which is set by a certain threshold. An extraction rule that does not
perform above the threshold should not be included into R. Then we proceed
with Class III since it requires simple extraction as Class I. we apply semantic
refinement to find the missing details. We would investigate on possible ways of
doing this, one of which is to use lexical database like WordNet [8]. At a later
stage we would address both Class II and Class IV sentences since they require
more sophisticated extraction. We assume that most sentences would be in either
Class I or Class III, therefore leaving out the other two cases would keep the
precision high without penalizing the recall. Finally, we will do another round
of semantic refinement after we extract relations from all sentences, primarily to
detect relations that should be merged.

6 Evaluation Plan
We plan to do two kinds of evaluation. The first one is to evaluate the perfor-
mance of our extraction technique over a manually constructed ground-truth.
We would separately evaluate our syntactical extraction and semantic refine-
ment extraction in order to correctly assess the strengths and weaknesses of our
approach. We also plan to compare our approach to existing related work as
baselines.

The second one is to evaluate how good our extraction technique in finding
new relations that are not previously present in a data source. We will use
YAGO and DBpedia as the data sources for evaluation. To do this, we need to
do mappings between our extracted relations and the respective data source. For
this purpose, we plan to leverage available schemas such as schema.org.3

7 Preliminary Results
We have evaluated a part of our proposed approach over a small dataset con-
taining 25 Wikipedia articles about famous people. Each article was first pre-
processed by cleaning the noisy Wikipedia annotations and completing missing
entity annotations using entity resolution techniques [25]. Then, we applied the
extraction rules for Class I sentences, only. We included four extraction rules
into R, one of them is the r1. The other three rules are as follows: (1) one that
handles passive sentences similar to r1 using nsubjpass dependency, (2) one
that handles direct object relation using dobj dependency and (3) one that also
handles object relation by using xcomp dependency instead. By detecting mul-
tiple entity occurrences in a single sentence, we observed that from a total 9646
sentences, 4259 contain relations between entities. Among them, 1048 (24.6%)
fall into Class I category. This is a quite significant amount, given that we can
still add more rules into R. So our first observation is in line with our assumption
that most sentences would be in either Class I or Class III.

We have also evaluated the precision and recall of our Class I extraction over
the “Personal Life”, “Early Life”, “Life”, and “Legacy” sections from each arti-
cle. We were able to extract in total 205 relations. The result is shown in Table

3 http://schema.org/



1. The precision and recall are shown in two ways: the first is the normal pre-
cision and recall, where the extraction is done solely by leveraging grammatical
dependency parser. On the other hand, the SR precision and recall shows the
performance of hypothetically doing a 100% accurate Semantic Refinement on
top of the grammatical parsing result. One can observe that we have a promis-
ing early result in terms of precision, especially if later we can come up with an
effective semantic refinement. However, we still need to improve the recall. We
observed two main problems. First, our preprocessing should be improved, as
there is still noise that hinder our extraction process. Second, we need to add
more rules into R, as the four rules that we currently have are not enough.

Table 1. Preliminary result of extraction from Class I sentences

Prec Recall Prec (SR) Recall (SR)

0.688 0.259 0.907 0.342

8 Reflections
We believe that this research work will lead to fruitful results. We have structured
our work based on the four difficulty classes, which enable us to focus on the
simplest thing at first, then later to extend it to more difficult cases. Also, our
preliminary experiments have shown some promising results.
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