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ABSTRACT 

This paper presents our system report on our participation in the 

shared task on “Detecting Paraphrases in Indian Languages 

(DPIL)” organized in the “Forum for Information Retrieval 

Evaluation (FIRE)”-  2016, in both the tasks (Task1 and Task2) 

defined in this shared task in four Indian languages (Tamil, 

Malayalam, Hindi and Punjabi). We made use of different 

similarity measures and machine translation evaluation metrics as 

features and used machine learning framework to take paraphrase 

decision between a pair of text snippets. We obtained the 

accuracies of 97.08%, 94.2%, 97.32% and 98.29% in Task1 and 

86.68%, 77.37%, 84% and 98.77% in Task2 for Tamil, 

Malayalam, Hindi and Punjabi respectively on the respective 

training sets using a 10-fold cross validation framework. 
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1. INTRODUCTION 
A paraphrase is a restatement of a text expressed using other 

words. Alternatively, two texts say text1 and text2 can be defined 

as paraphrases if they textually entail each other bi-directionally, 

i.e. if text1 entails text2 and text2 entails text1. Textual entailment 

and paraphrase relations between a pair of text snippets are highly 

correlated. There are two different tasks related to paraphrases - 

paraphrase identification and paraphrase generation. In this shared 

task [19] the focus is on identifying sentence level paraphrases in 

Indian languages namely Tamil, Malayalam, Hindi, and Punjabi. 

Two subtasks, Task1 and Task2, were defined in the shared task. 

Given a pair of sentences from newspaper domain, Task1 is to 

classify them as paraphrases (P) or not paraphrases (NP) and 

Task2 is to identify whether they are completely equivalent (E), 

not equivalent (NE) or roughly equivalent (RE). Task2 is similar 

to Task1 except that it is a ternary classification problem. 

Identifying paraphrase between a pair of sentence in Indian 

languages is not an easy task due to the scarcity of tools and 

resources in such languages. Semantic knowledge bases like 

WordNet [13] and BabelNet [10] are also very useful resources 

for knowledge based approaches to detecting paraphrases and 

textual entailment and Indian languages also suffer from very 

poor coverage in this respect. Therefore, for this study we adopted 

lexical level of analysis on the sentences, which is considered to 

be a shallow level of processing in any Natural Languages 

Processing task. 

For both the tasks (i.e., Task1 and Task2) we made use of various 

kinds of lexical similarity measures namely Cosine similarity, 

unigram matching with respect to sentence1, unigram matching 

with respect to sentence2, Jaccard similarity [12], Dice coefficient 

[11], overlap, harmonic mean and machine translation (MT) 

evaluation metrics namely BLEU and METEOR. The scores of 

these measures were considered as feature values to build the 

models. The models were used to train the machine learning based 

classifiers. Naïve Bayes, SVM and SMO were employed for this 

purpose. 

The work reported in [14] made use of same kinds of features in 

taking textual entailment decision between a pair of texts on the 

datasets released in the shared task on recognizing textual 

entailment in RTE-1, RTE-2 and RTE-3. In the present work we 

demonstrated that the same features and techniques are also 

effective in taking paraphrase decision between two sentences.  

2. DATA 
The shared task on detecting paraphrases in Indian languages 

(DPIL) defined two subtasks namely Task1 and Task2. Training 

datasets were provided for each of the subtasks in four Indian 

languages − Hindi, Panjabi, Tamil and Malayalam. The statistics 

of the training and test datasets are shown in table1 and table2 

respectively. 

Table 1. Statistics of the training sets 

Language 

# of sentence pairs 

Task1 Task2 

Total P  NP Total E NE RE 

Tamil 2500 1000 1500 3500 1000 1500 1000 

Malayalam 2500 1000 1500 3500 1000 1500 1000 

Hindi 2500 1000 1500 3500 1000 1500 1000 

Punjabi 1700 700 1000 2200 700 1000 500 

 

Table 2.Statistics of the test sets 

Language 
# of sentence pairs 

Task1 Task2 

Tamil 900 1400 

Malayalam 900 1400 

Hindi 900 1400 

Punjabi 500 750 

 

3. Features 
Features play a pivotal role in machine learning based 

frameworks.  Therefore, analysis of features which take part in 

predicting the target class is very crucial. Features which have 

been used in this study can be broadly divided into two categories 

− similarity based features and MT evaluation metrics based 

features. 



3.1 Similarity Based Features 
For the present study, we considered different similarity based 

features such as vector based (cosine similarity, dice similarity), 

lexical based (unigram matching with respect to sentence1 and 

sentence2), set based (Jaccard, overlap and harmonic) which are 

discussed below. 

3.1.1 Cosine Similarity 
Cosine similarity measures the similarity between two vectors of 

an inner product space that measures the cosine of angle between 

them. The lower the angle between the two vectors the more 

similar the two vectors are. 

3.1.2 Unigram Matching 
Unigram (i.e., word) matches between two sentences are taken 

into consideration. Here two variations of the unigram matching 

are considered, i.e. unigram matching with respect to sentence1 

and sentence2. These are calculated by the number of unigram 

matching between two sentences normalized by the number of 

unigrams in sentence1 and sentence2 respectively.  

3.1.3 Jaccard 
Jaccard similarity is a set based measure which can be defined as  

𝐽(𝐴, 𝐵) =  
𝐴 ∩ 𝐵

𝐴 ∪ 𝐵
 

where A and B are two sets of element. It provides number of 

common elements between two sets. 

3.1.4 Dice 
Dice is a vector based similarity measure the value of which lies 

between 0 to 1. It can be calculated by the following equation  

𝐷𝑖𝑐𝑒(𝐴, 𝐵) =  
𝐴 ∩ 𝐵

(|𝐴| + |𝐵|)
 

where A and B are two sets.  

3.1.5 Overlap 
Overlap is a set based text similarity metric where a text can be 

represented as a set and the set elements are words. It is similar to 

Dice with a minor difference that it assumes a full match between 

two strings if one is subset of another. The similarity of this 

measure lies in the range of 0 to 1. It can be measured by the 

following equation.  

𝑂𝑣𝑒𝑟𝑙𝑎𝑝(𝐴, 𝐵) =  
|𝐴 ∩ 𝐵|

𝑚𝑖𝑛 (|𝐴|, |𝐵|)
 

where A and B are two sets. 

3.1.6 Harmonic 
Harmonic is also a set based similarity measure. It can be 

calculated by employing the following equation. 

𝐻𝑎𝑟𝑚𝑜𝑛𝑖𝑐(𝐴, 𝐵) =  
|𝐴 ∩ 𝐵|. (|𝐴| + |𝐵|)

2. |𝐴|. |𝐵|
 

where A and B are two sets. 

3.2 Machine Translation Evaluation Metrics 
Machine translation (MT) evaluation metrics are generally used to 

measure the closeness between the MT translation hypotheses and 

the reference translations. The closer a translation hypothesis is to 

the reference translation, the better the translation quality is. There 

are several MT evaluation metrics available like Word Error Rate 

(WER) [7], Position Independent word error rate (PER) [8], 

BLEU [1], METEOR [2] [3], Translation error/edit rate (TER) 

[4], NIST [6], General Text Matcher (GTM) [5] etc. Among these 

BLEU and METEOR are perhaps the most popular and widely 

used ones. In this present work, we made use of these two MT 

evaluation metrics as features to predict paraphrase relation 

between a pair of sentences.  

3.2.1 BLEU 
BiLingual Evaluation Understudy (BLEU) is an algorithm to 

evaluate the quality of a machine translated text. It compares n-

grams of the translation hypothesis with the n-grams of the 

reference translation(s) and counts the number of n-gram matches. 

It is essentially a modified n-gram precision measure. To avoid 

bias towards shorter translation candidates, BLEU uses a brevity 

penalty that penalizes candidate translations whose length differs 

significantly from that of the reference translation. 

3.2.2 METEOR 
Metric for evaluation of translation with explicit ordering 

(METEOR) calculates n-gram overlaps between a translation 

hypothesis and the reference translation(s). If multiple reference 

translations are available for an MT output, the translation is 

scored against each reference translation independently and the 

best scoring pair is used for evaluation. Given a pair of sentences 

to be compared, METEOR creates a word alignment between the 

two sentences. An alignment is a mapping between the sentences 

such that every word in each sentence maps to at most one word 

in the other sentences. This alignment is incrementally produced 

by a sequence of word mapping modules which considers exact 

matching, stem matching and synonymy matching. Based on the 

number of mapped unigrams found between the two strings (m), 

the total number of unigrams in the translation (t) and the total 

number of unigrams in the reference (r), unigram precision is 

calculated as 𝑃 =  𝑚
𝑡⁄  and unigram recall is calculated as 𝑅 =

 𝑚 𝑟⁄ . Finally, it computes the F score as a parameterized 

harmonic mean of P and R as 𝐹𝑚𝑒𝑎𝑛 =  
𝑃∗𝑅

𝛼∗𝑃+(1−𝛼)∗𝑅
, where 𝛼  is a 

constant. To address word ordering, METEOR calculates a 

reordering penalty based on how many chunks in the translation 

hypothesis need to be moved around to get the reference text. 

Finally the METEOR score for the alignment between the two 

sentences is calculated as follows. 

𝑠𝑐𝑜𝑟𝑒 = (1 − 𝑃𝑒𝑛𝑎𝑙𝑡𝑦𝑠𝑐𝑜𝑟𝑒) ∗ 𝐹𝑚𝑒𝑎𝑛 

4. System Description 
We extract sentence pairs (say sentence1 and sentence2) from the 

XML format training dataset for each language. An example 

training sentence pair is shown below from the Hindi dataset. 

<Paraphrase 

pID="HIN0001"><Sentence1>भारतीयमुस्लिमोंकीवजहसेनह ींपनप
सकताआईएस|</Sentence1><Sentence2>भारतमेंकभीवर्चलवकायम
नह ींकरसकताआईएस|</Sentence2><Class>P</Class></Paraphr

ase>. 

In the above example the relation between sentence1 and 

sentence2 is paraphrase which is tagged as “P” in the training 

dataset. We calculate different similarity scores between the 

sentences pairs extracted from the training datasets released in the 

shared task. These scores are used as feature values to build the 

models for the four languages. Four models were prepared by 

combining different features for every language. Model1 

considers only lexical features (LF), i.e., cosine similarity, 

unigram matching with respect to sentence1, unigram matching 



with respect to sentence2, jaccard, dice, overlap and harmonic. 

Model2 considers LF and BLEU. LF and METEOR were 

considered for Model3. Model4 considers all the features, i.e., LF, 

BLEU and METEOR. These models were used to train three 

machine learning classifiers namely naïve bayes [17], support 

vector machine (SVM) [16] and sequential minimal optimization 

algorithm (SMO) [9]. Weka1 [15] tool was used for this purpose 

which is freely available in web; the java implementations of 

various machine learning algorithms are available in this tool 

including the classifiers used for our experiments. We carried out 

experiments based on 10-fold cross validation on the training set.  

So our system can predict paraphrase class of an unknown 

sentence pair based on these learning. Finally, the 

classifier−model combinations producing the optimized results 

were applied on the corresponding test sets. 

5. Results and Discussion 
We took part in both the tasks (Task1 and Task2) defined in the 

shared task in all the four languages (Hindi, Punjabi, Tamil and 

Malayalam). Accuracies obtained on the training sets (using 10-

fold cross validation) on Task1 and Task2 using the different 

classifiers are shown in Table 3 and Table 4 respectively.  

Table 3. Accuracies on training sets in Task1. 

 Classifiers Models 

LF LF+B LF+M LF+B+M 

 

Hindi 

Naïve Byes 90.04 92.52 90.16 74.97 

SVM 90.36 92.52 90.36 82.85 

SMO 90.84 97.32 90.84 84 

 

Tamil 

Naïve Byes 92.44 94.16 92.2 93.92 

SVM 93.24 94.44 93.24 94.24 

SMO 76.71 97.04 93.36 97.08 

 

Malayalam 

Naïve Byes 83.48 88.36 83.56 87.88 

SVM 84.24 86.88 83.96 86.56 

SMO 84.68 94.2 84.72 94.2 

 

Punjabi 

Naïve Byes 97.64 97.64 97.70 97.58 

SVM 97.76 97.82 97.70 97.7 

SMO 98.17 98.23 98.23 98.29 

 

In Task1 the best accuracy 97.32% was obtained for Hindi in 

SMO with LF+B model. Tamil achieved the highest accuracy of 

97.08% with the LF+B+M model in SMO. Malayalam resulted in 

the highest accuracy of 94.2% with both LF+B and LF+B+F 

models in SMO, whereas in Punjabi we got the highest accuracy 

of 98.29% with LF+B+M model by SMO. Thus SMO provided 

the optimum results in all four languages on the training datasets. 

In Task2, the SMO classifier and LF+B+M model combination 

produced the best accuracies for all the four languages − Hindi 

(84%), Tamil (86.68%), Malayalam (77.37%) and Punjabi 

(98.77%). For Punjabi the LF+B model (on SMO) also achieved 

the highest accuracy along with the LF+B+M model.   

The features which are used in these experiments are independent 

of each other. Naïve Bayes makes the simplification assumption 

that features are independent to given class [17]. 

                                                                 

1http://www.cs.waikato.ac.nz/ml/weka/ 

Table 4. Accuracies on training sets in Task2. 

 Classifiers Models 

LF LF+B LF+M LF+B+M 

 

Hindi 

Naïve Byes 73.14 75.37 73.45 74.97 

SVM 82.6 82.82 82.71 82.85 

SMO 82.88 83.17 83.37 84 

 

Tamil 

Naïve Byes 71.6 78.82 71.25 78.54 

SVM 76.57 77.77 76.54 77.77 

SMO 76.71 86.4 77.11 86.68 

 

Malayalam 

Naïve Byes 65.02 72.65 65.54 72.22 

SVM 67.31 68.51 67.25 68.48 

SMO 68 77.25 68 77.37 

 

Punjabi 

Naïve Byes 93.81 97.5 94.45 97.31 

SVM 96.22 98.04 97.09 98.04 

SMO 97.18 98.77 97.72 98.77 

 

SVMs are comparatively new machine learning approaches for 

solving two class pattern recognition problems. In the field of 

NLP, SVMs have been employed for many tasks including text 

classification and are reported to have obtained high accuracy 

without falling into overfitting even with a large number of 

features [18]. Since SVMs perform better in binary classification 

problems, our results in Task1 (binary classification problem) also 

outperforms the results obtained in Task2 (ternary classification 

problem). SMO is essentially another way of expressing SVMs 

which implements John Platt's sequential minimal optimization 

algorithm for training a support vector classifier. It makes use of 

heuristics to partition the training problem into smaller problems. 

The official results of our submissions released by the task 

organizers on the test sets for the two subtasks in four languages 

are reported in Table 5. 

Table 5. Results on test sets in Task1 and Task2. 

Languages Task Count Accuracy F1 Measure/ 

Macro F1 Measure 

Hindi Task1 900 0.8222 0.74 

Hindi Task2 1400 0.68571 0.6841 

Malayalam Task1 900 0.59 0.16 

Malayalam Task2 1400 0.42214 0.3078 

Punjabi Task1 500 0.942 0.94 

Punjabi Task2 750 0.88666 0.88664 

Tamil Task1 900 0.57555 0.09 

Tamil Task2 1400 0.55071 0.4319 

6. Conclusions 
The paper presents our submissions in the DPIL shared task 

organized in FIRE 2016. We took part in both the subtasks in all 

four languages. Different lexical level similarity measures and 

two machine translation evaluation metrics namely BLEU and 

METEOR were employed as features to find similarity scores 

between pair of sentences. Four different models were built 

combining these features. The models were used to train three 

classifiers namely naïve bayes, SVM and SMO. We carried out 

experiments using 10-fold cross validation framework on the 



training sets. The SMO classifier produced the optimum results 

when all the features were combined. 
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