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Abstract 

The two text mining strategies: finding 
co-occurrences of biological entities 
within documents, and finding relation-
ships using Natural Language Processing, 
are often seen as competitors.  Here we 
adopt a flexible approach where the tech-
niques are adapted and combined to suit 
the nature of the document corpus, and 
the specific task. The approach was 
tested on three tasks relevant to cancer 
treatment: finding kinases associated 
with cancer, finding gene mutations, and 
finding interactions between proteins as-
sociated with cancer. The paper describes 
the use of entity disambiguation, co-
occurrence and linguistic processing in 
these tasks, and provides an overview of 
the methodology and results. 

1 Introduction 

As the amount of scientific literature continues to 
increase, extracting information from the litera-
ture is becoming both more important, and 
harder to achieve by traditional methods.  
   Text mining offers the opportunity to ask new 
questions, and to so immediately. Even in areas 
where there are existing hand-curated databases       
answering particular questions, text mining 
allows users to keep up-to-date with the latest  

literature,  examine a wider range of 
publications, and look for contextual factors that 
may have become of interest after the databases 
were constructed.    
   In the drug discovery process, experimentation 
followed by data analysis provides candidate bio-
logical targets. However, a critical step is then to 
use the literature to assess the applicability of the 
targets for therapeutic intervention (Fickett and 
Hayes, 2004). Although some therapeutic target 
knowledge is available from curated databases, 
text mining is important to ensure that knowl-
edge is as current as possible.  
   In this paper we look at three case studies 
where different text mining strategies were 
employed. This suggests the need to use flexible 
tools that can embody more than one strategy. 

2 Methodology 

For each of the three case studies, the documents 
were prepared and searched using the same proc-
ess.  

 
The first step was to process Medline abstracts 
using bioalma’s Text Detective software in order 
to recognize proteins/genes, diseases and com-
pounds. Disambiguation of gene names is par-
ticularly challenging (Chen & Friedman, 2005). 
bioalma’s Text Detective uses carefully designed 
rules and several lexicons of biological concepts 
to disambiguate and normalize  mentions of bio-
logical entities to appropriate database references 
(Tamames, 2005). The abstracts were marked-up 



using XML tags, and then passed to Linguamat-
ics’ I2E software for indexing.  
 
The I2E software is an interactive information 
extraction engine which combines search with 
information extraction (Milward et al., 2005). In 
I2E, the user can start with a standard search for 
words within a document, then refine this to re-
quire the words to be in the same sentence, or in 
a particular linguistic pattern. The results are 
output as HTML tables, as Excel spreadsheets or 
in a format suitable for database entry. The sys-
tem pre-indexes documents to allow fast query-
ing. All linguistic processing is done prior to in-
dexing, including “tokenisation” to split a string 
of characters into individual words, “sentence 
splitting” to recognise sentence ends, “tagging” 
to recognise parts of speech such as nouns or 
verbs, and “chunking” to group words into mean-
ingful units according to their parts of speech 
 
For each of the tasks there was no existing “gold 
standard” to evaluate against, so we employed 
several techniques: 
 
1. For comparison of recall using different 

strategies we used existing hand-curated 
databases, even if incomplete, to get relative 
performance.  

 
2. For estimating recall, we hand annotated a 

subset of documents related to specific 
subclasses of the task, e.g. a specific class of 
the disease, or a subset of  the kinases. 

 
3. For precision we used hand curation of 

results.  
 
As well as extracting tables of relationships, the 
I2E system highlights the part of a document 
where the relationship (and its components) are 
found. This was found to be helpful for both 
hand curation and hand annotation. 
 
In all cases we were primarily interested in “fact-
based” precision and recall i.e. how many facts 
were extracted, and with what accuracy. This 
contrasts with “instance-based” precision and 
recall that count multiple instances of a single 
fact.  
 

3 The Case Studies and Results 

3.1 Kinases associated with Cancer  

The aim of this task was to find kinases associ-
ated with a particular cancer.  

The first strategy we employed was to look for 
kinases and a specific cancer co-occurring within 
the same abstract (see e.g. Erhardt et al., 2006, 
for discussion of co-occurrence strategies). The 
fact-based precision score was impressive: 99% 
of the kinases suggested to be associated with the 
cancer were determined to be correct after hand 
curation. The instance-based precision (measur-
ing how many kinases were correctly associated 
with the cancer in each document) was similarly 
high at 98%. 

The use of co-occurrence within a sentence 
rather than within an abstract ruled out the one 
bad result, as did the use of a frequency cut-off  
(more than one co-occurrence). However, in both 
cases recall dropped by a third.  
 
The use of further linguistic constraints, on top 
of co-occurrence within a sentence made no 
sense in this case, since this would potentially 
reduce recall further, and there was no possibility 
in gaining in precision over the 100% figure for 
co-occurrence within a sentence. Could this re-
sult have been predicted prior to evaluation? 
Some possible indicators were: 

1. The relationship of association is bi-
directional so there is no need for linguistics 
to determine if the kinase associates with the 
disease, or the disease with the kinase (con-
trast with e.g. phosphorylation where we do 
need to distinguish between “A phosphory-
lates B” and “B phosphorylates A”)  

2. Associates is a very general relationship, so 
there is no need to distinguish between dif-
ferent kinds of relationships between the two 
entities (note that this does mean that kinases 
involved in preventative vs. causative roles 
are not distinguished). 

3. Most abstracts only talk about a single dis-
ease.  

In future work we intend to explore this last 
point further, since it suggests we may want to 
use different strategies for abstracts and full-text 
articles, even for the same task. This might in-
volve constraining co-occurrence within certain 



sections of a document (or ruling out e.g. the 
Discussion section), or monitoring the number of 
disease occurrences within the co-occurrence 
window and adjusting the window accordingly. 

3.2 Mutations of Kinases associated with 
Cancer  

The aim of this study was to find information 
concerning mutations of kinases associated with 
cancer, and the kind of mutation. To pick out 
terms indicating a mutation, we used keywords 
that are good indicators of mutation, such as the 
following: 

 
Missense, Deletion, Insertion, Heterozygos-
ity, LOH, Homozygosity … 
 

These were augmented by phrases or patterns 
where the single word by itself was too noisy 
e.g.:  

 
Chromosome* abnormality  
Delete* …  chromosome*  (within 5 words) 

 
The second pattern above looks for delete and its 
morphological variants such as “deletion”, “de-
leted” etc. followed within five words by “chro-
mosome” or “chromosomes”. 
 
Three strategies were investigated for finding 
associations of the mutations with a particular 
kinase. The first looked for any mutation term in 
the same abstract as a kinase. The second looked 
for the mutation and the kinase within the same 
sentence. The third looked for a variety of con-
structions involving a mutation and a gene, in-
cluding the constructions in bold font such as: 
 

1. these studies showed a 31% (5 of 16) 
LOH of MKK4 that is not associated 
with coding region mutations 

 
2. overall, our data suggest that mutations 

in CHEK2 may contribute to prostate 
cancer risk 

 
3. we have previously reported a truncat-

ing mutation (1100delC) in CHK2 
 
For all three strategies, we restricted the search 
to documents containing terms for a particular 
kind of cancer. In order to establish recall for 
finding mutations (but not for finding kinases), 
we took all documents containing a kinase asso-
ciated with a particular cancer, and curated these 

to find mutations. We used the system to high-
light potential mutations terms to speed up this 
process for positive hits. The Precision and Re-
call figures for the three strategies were as fol-
lows:  
 
Mutation and Kinase Precision (%) Recall (%) 
in same abstract 70 92 
in same sentence  80 60 
in syntactic pattern  100 32 

These results show a classic recall/precision 
tradeoff, so the choice of strategy is dependent 
upon how much hand curation the user is pre-
pared to do.  

 

3.3 Protein Interactions associated with 
Cancer 

The final case study applied the tools to the 
problem of finding protein-protein interactions. 
NLP-based information extraction tools have 
been applied to this task for several years (e.g. 
Thomas et al., 2000, Humphreys et al., 2000, 
Friedman et al. 2001). NLP is generally used 
because: 
 
1. the relationships are not symmetric: we 

need to distinguish between “Raf 
phosphorylates Mek” and “Raf was 
phosphorylated by Mek”.  

 
2. There tend to be a large number of proteins 

in each abstract, and even in each sentence. 
Co-occurence tends to pick up “sisterhood 
relationships” e.g. A-Raf and B-Raf both 
being Raf proteins. 

 
In our case, the protein-protein relationships 
were constrained to appear in abstracts 
containing terms for the specific cancer of 
interest, so we were mixing precise linguistic 
patterns for the relationship, with co-occurrence 
in the abstract for the disease term. 
 
Precise linguistic patterns were used to ensure 
high accuracy, and the correct direction of 
relationship. A set of patterns were used to cover 
constructions including verbal relationships, 
nominals, relative clauses and combinations of 
nominal and verbal relationships. Example 
constructions include: 
 



1. PACAP transiently increased c-fos gene  
expression 

 
2. IRS-1 , an activator of PI3-kinase 
 
3. ... of uPA which interacts with uPAR 
 
4. the ability of IL-6 to induce tyrosine 

phosphorylation of STAT3 
 

Negative constructions such as “no 
phosphorylation”,  “did not phosphorylate” or 
“failed to phosphorylate” were excluded. 
 
This combination of precise patterns and the use 
of gene/protein achieved a precision of over 
90%. Results were independently checked 
according to whether the relationship was 
correctly picked up from the text, and was 
biologically plausible. Regarding recall, initial 
comparison with a curated pathway database 
suggests that many new relationships were 
found, but also many relationships are missed. 
This needs further investigation, but is at least 
partly due to the abstracts (as opposed to the full 
text articles) not containing the relationships.  
 

4 Conclusion 

This study has shown that text mining can pro-
vide very high quality results from large numbers 
of abstracts. The case studies also suggest that 
the best results are obtained by being flexible in 
the text mining strategy adopted, mixing lan-
guage processing and co-occurrence according to 
the task, the document set and the required bal-
ance between recall and precision. The first study 
used co-occurrence within an abstract. The sec-
ond showed how co-occurrence within an ab-
stract, within a sentence, and using linguistic pat-
terns are all appropriate strategies depending on 
the recall and precision required. The third 
showed the use of precise linguistic patterns.  
 
In future work we would like to provide more 
concrete measures to help predict which strategy 
will be best in particular circumstances, and to 
investigate more automatic adaptation of strate-
gies on a per document basis according to these 
measures.  
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