




















Conclusions 

The application and use of large scale bibliographic coupling networks has been hin-

dered by the computational and storage resources required for the creation of these net-

works. Alternative networks based on direct citations have been used in large scale analy-

sis. The new graph messaging algorithm proposed in this paper provides an opportunity to 

produce the large scale networks through the application of different selection functions 

at the level of individual cited references. The experiments with different functions show 

that references at the lower or higher end of the indegree distribution play a different role 

in the citation network. Focussing on the bottom results in a network that approximates 

most of the strong links but is more likely to ignore the weaker ones. Shifting the focus to 

the other end creates the inverse effect: a higher recall but worse for the identification of 

strong links. The choice for a particular set of selection function thus depends on the ac-

tual objectives for the creation of these BC-networks. If global clustering is the goal then 

the upper end of the distribution is the right path while if the objective is only to delineate 

a set of documents closest related to a particular sample the lower end of the indegree is 

most relevant. Future research will investigate the applicability of this graph based nearest 

neighbour search algorithm for lexical similarity between scientific documents. 
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