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ABSTRACT

While data mining techniques are extensively applied in different
domains, the potential of semantic techniques to enhance the data
mining process is not yet fully used. This is true in general and
applies especially to association problems. In this paper, we
propose a framework to explore the benefits of semantic data
mining to a particularly challenging association problem, namely
the prediction of ecological community assembly. After
introducing our framework, we present first results of applying
association rule mining on species abundance data to extract
species co-occurrence patterns which will help in community
assembly prediction to show the general feasibility of using data
mining approaches to this class of problems. We then explain how
we will extend our system with semantic techniques to further
enhance result quality.

Categories and Subject Descriptors

H.2.8 [Information Systems]: Database Management- Database
Applications- Data mining; 1.2.6 [Computing Methodologies]:
Artificial Intelligence- Learning- Knowledge acquisition

Keywords
Data mining, association rules, semantic, community assembly,
biodiversity, species co-occurrence.

1. INTRODUCTION

In recent years, the amount of available data in different domains
has grown exponentially creating the need for new methods to
access, manage and analyze these data [29]. Thanks to great
advances in data mining techniques on the one hand and knowledge
engineering on the other hand, semantic data mining approaches
have started to appear. Semantic data mining refers to the process
of involving semantics into the tasks of the data mining process.
Previous research efforts have shown the advantage of
incorporating such domain knowledge into data mining process. It
provides the tasks in the data mining process with additional
knowledge which enhances the output of these tasks, and provides
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a formal way for representing the data mining flow, from data
preprocessing to mining results [3].

Biodiversity research is one of the disciplines that has
experienced a tremendous increase in available data. It aims to
study genetic diversity, species diversity, and ecosystem diversity.
Genetic diversity refers to the genetic variation and heritable traits
within organisms. Species diversity refers to the variety of living
organisms within an ecosystem, a habitat or a region. It is evaluated
by considering two factors: species richness and species evenness.
Ecosystem diversity refers to the variety of ecosystems in each
region of the world. An ecosystem is a combination of communities
- associations of species - of living organisms with the physical
environment in which they live (e.g., air, water, mineral soil,
topography, and climate) [9]. The biologist Edward O. Wilson,
known as the “father of biodiversity” said: “It is reckless to suppose
that biodiversity can be diminished indefinitely without threatening
humanity itself”. Considering the rapid loss in biodiversity we
evidence right now [1], understanding the mechanisms behind
biodiversity is crucial. Associations between species (like complex
food webs) are key factors for maintaining ecosystem stability.
However, environmental changes can produce adverse impacts on
species interactions to the threatening of ecosystem stability. Data
intensive approaches seem promising in capturing these complex
relationships [11]. One such example is the prediction of
community assembly. Recent work in this area studies how species
interactions could generate predictive patterns of species co-
occurrence in communities (i.e., assembly rules) [8]. We believe,
that the relatively new techniques of data mining offer promising
ways to extract knowledge and patterns from large,
multidimensional and complex data sets [12]. These extracted
patterns provide new insights to scientists to answer biodiversity
questions. Therefore, a wider adoption of data mining techniques
in ecology and earth sciences can potentially improve the quality of
science. However, the full potential of data mining techniques in
ecology and earth sciences has not been fully achieved yet [24].

Our research work will focus on how to utilize different semantic
data mining techniques. We will use different biodiversity and
environmental data sources to support finding answers to important
research questions in that field. As our research work is in an early
stage, this paper will focus on our general framework and the initial
results.

! Birgitta K6nig-Ries was on sabbatical at the German Center for
Integrative Biodiversity Research (iDiv) while working on this
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This paper is organized as follows: the state of the art is presented
in the next section. Then our objectives and our initial proposed
architecture are presented. Finally, preliminary results are
illustrated and discussed.

2. STATE OF THE ART

Applying data mining techniques in biodiversity research
integrates several research areas. However, in this paper, we focus
on two important aspects only: semantic data mining and to what
extent biodiversity research already benefits from these techniques.

2.1 Semantic Data Mining

Data mining, also known as knowledge discovery from databases
(KDD), is the process of nontrivial extraction of implicit, and
potentially useful knowledge from data [6] or “the analysis of
(often large) observational datasets to find unsuspected
relationships and to summarize the data in novel ways that are both
understandable and useful to the data owner’ [7]. The tasks
performed in the data mining process are knowledge intensive and
can often benefit from using domain knowledge from various
sources. Therefore, data mining may integrate techniques from
machine learning, knowledge engineering, artificial intelligence,
statistics, and other algorithms to analyze large and complex data
sets on the one hand and to extract the domain knowledge on the
other hand. Semantic data mining refers to data mining approaches
that systematically incorporate domain knowledge into all tasks of
the data mining process [3] as shown in Figure 1. Recently,
semantic data mining research has emphasized the positive
influence of domain knowledge on data mining. For example, the
preprocessing can benefit from domain knowledge that can help
filter out redundant or inconsistent data. During the searching and
pattern generating process, domain knowledge can work as a set of
prior constraints to help in reducing the search space and to guide
the search path. Furthermore, in the post processing, the discovered
knowledge/patterns can be cleaned [15,16] or made more visible by
encoding them formally [28].
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Figure 1:overview of incorperating domain knowledge in data
mining
Based on our literature review, semantic data mining can be
classified based on how the domain knowledge (semantics) is
represented. Semantics can be represented by concept hierarchies
[10], knowledge bases [31], ontologies [19], graphs [13], Linked
Opened Data (LOD) [12], or meta-paths [23]. Meta-paths are a new
representation that has been designed for semantic data mining
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tasks. The meta-path is a path that defines a composition of
relations between the set of terms on the path [23].

2.2 Data Mining in Biodiversity

Recently, Ristoski and Paulheim [21] made a comprehensive
survey on about 100 publications in different domains. These
publications use semantic techniques with data mining and
knowledge discovery in different stages. As an example, they
showed how LOD can be used in different stages for building
content-based recommender systems. Their survey showed that,
even though there are numerous interesting research works
performed, the full potential of using semantics for data mining and
KDD is still to be achieved especially in association problems.

Biodiversity research is an interdisciplinary research field that is
complex and very dynamic where new data from different sources
are being observed and created all the time. Especially, in ecology,
scientists study complex interactions between biotic and abiotic
systems to understand these interactions and make predictions for
biodiversity preservation and to answer biodiversity questions [24].
Based on our literature review, while data mining and KDD
techniques have been applied in various domains, they are not yet
fully utilized in biodiversity research. The authors in [9] provide
examples of data mining applications for biodiversity and
environmental studies. They showed that data mining can
successfully discover new results and information to help
environmental scientists to explain phenomena and to get new
insights. These results can be improved by semantically integrating
data and knowledge from different related application domains into
the data mining process. To that extent, our research work focuses
on developing innovative techniques utilizing the development in
knowledge engineering to solve association problems. We will
apply these techniques trying to answer biodiversity questions for
community assembly by integrating semantic data mining
approaches.

As far as we know, there is no research that automatically extracts
co-occurrence patterns in an ecosystem where different types of
species exist and uses these patterns to predict the community
assembly. Recently, Silvaet al. [22] developed a data mining
method for the analysis of multi-species in multi-scale form to
assist ecologists in the assessment of patterns of occurrences of
species in plant communities only. They allowed analysis of pairs
and groups of species, identifying species that indicate a positive
and negative co-occurrence in the same analysis. However, they
need more studies to determine how to use their method to prove
existing hypotheses in the field of plant communities. They plan to
work on the selection of another existing metric to evaluate the
generated co-occurrence patterns. Also, they recommend the
integration of domain knowledge in the process, considering the
reduction of the number of rules.

3. OBJECTIVES AND PROPOSED
APPROACH

In an ecosystem, each species has a fundamental role in the circle
of life. Hence, all species interact and depend on each other based
on what each supply, e.g., food, oxygen, shelter, and soil
enrichment. These associations can be positive [17] or negative
[26]. These interactions produce one of the critical ecological
associations between any species which is co-occurrence [18].
Based on our literature review, and based on our discussions with



ecological scientists, we believe that it is quite difficult for
scientists to detect all these co-occurrence patterns or to predict the
existence of certain species manually.

Despite all the progress achieved in the data mining area and after
considering that ecologists have long been researching effective
new methods [25] to understand the mechanisms of species co-
occurrence, competition and distribution of species [27], we found
no research work using data mining techniques to automatically
extract co-occurrence patterns and using these patterns to predict
the existence of species then community assembly prediction.

To achieve this, our research objectives are as follows:

*  Taking advantage of the progress in data mining techniques to
apply complex analysis to extract hidden knowledge about
species co-occurrence.

* Finding a (automatic or semiautomatic) methodology to
evaluate the extracted domain knowledge.

*  Incorporating the extracted domain knowledge into the
analysis process trying to answer scientists’ questions.

*  Applying the complete cycle of machine learning techniques
(training and testing) in our proposed framework.

Figure 2 shows the initial proposed framework to achieve our
research objectives. The core challenge in biodiversity data is the
diversity of data sources like abundance data, trait data, taxa,
images, publications, phylogenies, species interactions, and even
knowledge hidden in domain experts’ minds. In the domain
knowledge extraction process, hidden domain knowledge is
extracted and collected from different biodiversity data sources.
Then, this knowledge will be evaluated automatically or by a
domain expert. Biodiversity scientists will use the analysis
framework to answer their questions. This framework applies
semantic analysis techniques.
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Figure 2: Our proposed framework

Talking about our current stage, our initial focus is community
assembly prediction. Therefore, all domain knowledge that affect
the prediction process should be extracted. As a beginning step,
species co-occurrences patterns were extracted in the domain
knowledge extraction process, then these patterns should be
evaluated. At that point, the main goal for the analysis framework
will be the prediction of different species exitance using semantic
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data mining. Then, this will lead to the community assembly
prediction. Therefore, the process of semantic data mining will go
through the whole steps as shown in figure 1 taking into
consideration the extracted species co-occurrences patterns.

4. PRELIMINARY RESULTS

Our research work is in an early stage and we started working on
the domain knowledge extraction process. One type of domain
knowledge that is relevant in our sample domain is information
about species interaction. This can be considered as semantic graph.
Once known, these interactions can be used for community
assembly prediction. Based on our proposed framework, we started
to extract patterns of co-occurrences of pairs and groups of species
in different communities. To obtain valid results, this analysis
should be done on different data sets on different taxa and levels,
land use, and ecosystem processes. Such a data set is available in
the information system of the Biodiversity Exploratories (BE) [4].
The Exploratories are a long term, large scale project funded by
Deutsche Forschungsgemeinschaft (DFG). The Exploratories use
the BEXIS platform [14] for central data management. The large
collection of data sets in the BE BEXIS is the result of research
activities by many scientists in different disciplines involved in
biodiversity science over the last ten years. We work on the
publicly available data, which is 117474 records containing 4692
different species (plantae, animalia, and fungi). Each of these
records contains information about a research plot and a specimen
observed on that plot.

Association rule mining aims to discover frequent items from a
set of transactions, deriving rules from associations among the
items involved in each transaction [30], and these associations
could be positive or negative. A fransaction refers to the set of
items in an operation, such as products purchased by a customer for
market basket analysis [2]. For species data, the species that exist
in the same plot form a transaction. Table 1 shows examples of
species transactions. A rule can be written as a logical statement
between two items, 4 (antecedent) and B (consequent). For
example, sp-1—sp-3 can be explained as a positive association
or co-occurrence pattern where sp-/ and sp-3 exist together. On the
other hand, sp-1—(NOT)sp-4 can be explained as negative
association or co-occurrence where sp-/ and sp-4 do not exist
together.

Table 1. Examples of species transaction

Transaction species

T1 sp-1, sp-2, sp-3
T2 sp-1, sp-3

T3 sp-2, sp-4

We apply association rule mining to extract species co-
occurrences patterns. Our method was implemented with R [20]
and Apriori with package Arules [5]. This method follows the data
mining process tasks. During the selection and preprocessing task,
species occurrence data is selected. In the transformation task, the
data is transformed to fit the Apriori algorithm input format. Based
on the values of the parameters used in the algorithm, 6351 co-
occurrence patterns are extracted. There are two types of co-
occurrence, positive and negative.

The quality of the extracted association rules can be evaluated by
several metrics. We used the following set of measures: support,
confidence, and lift [6]. For example, considering two species sp-1



and sp- 2, the support is the probability P of transactions with both
species support (sp-1 — sp-2) = P (sp-1 Usp-2). The confidence is
defined as the proportion with which item sp-1 is found in
transactions containing sp-2 and is defined as the conditional
probability conf (sp-1 — sp-2) = P (sp-1| sp-2). The lift is the
measure of importance of a rule and can be defined by
P (sp-1 Usp-2) / (P (sp-1) *P (sp-2)). The lift measure is used to
differentiate between positive and negative co-occurrence. We set
the lift threshold to be >= 2 for positive co-occurrence.

Table 2 shows a sample of the extracted (positive and negative)
co-occurrence patterns. These patterns can be interpreted as a
network of species co-occurrence. Figure 3 shows a part of the
derived species interactions network.

Table 2. Sample of the extracted species co-occurrence patterns

Positive co-occurrence
Antecedent— Consequent Sup | Conf | Lift
Incana— Cupressiforme 0.15 | 0.95 | 2.80
Cupressiforme— Heterophylla 0.22 | 0.65 2.78
Aenea,Rutabulum— Cupressiforme 0.14 | 0.98 | 2.88
Rutabulum, Sylvatica— Incana 0.14 | 047 | 291
Rutabulum,Sylvatica, Heterophylla — | 0.19 | 0.96 | 2.82
Cupressiforme
Excelsior, Odoratum, Perennis — | 0.17 | 0.98 2.06
Sylvatica

Negative co-occurrence
Incana — (NOT) Sylvatica 0.15 | 0.93 1.94
Pineti — (NOT) Rutabulum 0.12 | 0.94 1.92
Incana,  Cupressiforme —(NOT) | 0.14 | 0.94 1.96
Sylvatica
Carthusiana,Cupressiforme—(NOT) 0.14 | 0.90 1.90
Sylvatica
Incana, Cupressiforme, Heterophylla | 0.12 | 0.93 1.91
— (NOT) Rutabulum
Incana, Aenea, Sylvatica —(NOT) | 0.11 | 0.93 1.90
Rutabulum
Plantae: Cupressiforme, Heterophylla, Rutabulum, Sylvatica,
Excelsior, Odoratum, Perennis, Carthusiana
Fungi: Incana, Aenea, Pineti
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Figure 3: Example of species interactions
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As anext step, we will work on finding a better metric to evaluate
the extracted co-occurrence patterns taking domain knowledge into
consideration. Also, further studies will be made on integrating
domain knowledge on the evaluation of these extracted patterns.
On the other hand, we believe that these co-occurrence patterns
could be interpreted as not only pair associations, but also as a chain
of associations model like food consumption chains. These
interpretations help scientists to gain a better understanding and to
prove existing hypotheses.

5. CONCLUSIONS

The evolution of data mining and knowledge engineering help in
proposing new innovative methodologies to analyze large data sets.
However, in biodiversity research, the full potential of these
methodologies has not been fully achieved. Association problems
in data mining are considered one of the problems that require more
semantic involvement in extraction, and evaluation. On the other
hand, the prediction process will benefit from the semantic
involvement as well. Our research in its early stage, this paper
focuses on species co-occurrence patterns extraction. We believe
that using semantic data mining techniques in ecology will help to
answer biodiversity questions. We will work on finding better
methods to evaluate species co-occurrence patterns. Also, using
these patterns to predict community assembly. On the other hand,
we will work on extracting other hidden knowledge to enhance the
community assembly prediction process. Finally, an ontology that
defines the whole process of association extraction and prediction
could be another fruitful output. This ontology would guide users
in community assembly prediction.
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