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ABSTRACT

Smart cities have gained a lot of attention in recent years.
Under this vision, people develop and plan how life can be
improved in cities that constantly grow, which makes city
management harder using only conventional methods. Hence
many cities rely on live data gathered by multi-sensory con-
stellations.

Living Lab Ecosystems aim at offering a common plat-
form for research, private and public institutions for data
collection and processing for research and development pur-
poses.

One of the big challenges is the quality of data generated
by the different sensors, based on which important decisions
are made. In this paper, we propose a Quality Aware Sensor
Data Stream Processing as part of a Living Lab infrastruc-
ture that continuously monitors data collection and enriches
the data with relevant quality information.
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1. INTRODUCTION

Cities are getting bigger and bigger. Statistics show that
cities are becoming larger than urban areas. This poses a lot
of challenges to city management, who has to deal with all
aspects of daily life and handle the problems as they come.
However, not only mega cities have to face those problems.
The philosophy behind smart cities aims at involving inha-
bitants, city authorities and companies in the management
of the different utilities. IBM [7] defined a smarter city as
a city that optimally exploits the data from the available
data networks for a better management and control over
the different processes. Realisation of smart cities underlies
different applications and communication channels that ena-
ble the integration of the aforementioned stakeholders into
the whole system. In addition to mega cities, even smaller
communities can benefit from such approaches to manage
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their resources in a sustainable way; they need to cope with
an aging population that needs access to mobility or health
care. Initiatives targeting these challenges extend the term
“Smart City” to be a “Smart Region”.

The use of a Living Lab as a platform for testing new
technology, implementing new research ideas in the fields of
smart region and smart city has a big potential. It enables
a productive and transparent cooperation between research
institutions (e.g. universities), public institutions (e.g. city
management), companies and citizens. It facilitates data col-
lection from different data sources and sensors in the activity
region of the Living Lab and the implementation of new so-
lutions for city problems.

The University of Bamberg will operate a Living Lab that
includes different components and interfaces to handle inco-
ming data streams from a multi-sensory installation. The
Living Lab can process data for the clients and give back re-
sults as well as acquiring sensor data from external sources.
The data gained can be in turn published for the general
public.

To achieve our goals, a lot of requirements have to be met,
and controlling and managing data quality is one of those re-
quirements. Data quality is very crucial for decision making,
since unknown data quality will yield decisions of unknown
quality. Our contribution is a proposal for a Quality Awa-
re Sensor Data Stream Processing in a Living Lab platform
that receives data and continuously enriches it with the im-
portant quality information.

The use of sensors as the main source of data brings us
to the ever increasing use of multi-sensor applications that
perform its computations based on the combination of data
from different sources. These applications have to be pro-
vided with enough data quality to make sure the outco-
me meets the application-specific requirements. Where large
areas are equipped with many cost effective sensors means
that a high spatial redundancy is available and can be ex-
ploited to make up for the lack of precision and faulty be-
haviour of the sensors. Besides we can have sensors that
offer content-redundancy like providing related observations
about the same feature of interest. This can also be used to
determine the quality of one measurement using the other
observation as a determining factor.

The paper is structured as follows: in Section 2 we intro-
duce a main use case for a data quality component in the
Living Lab. In Section 3 we discuss the related work in the



area of data quality and derive the quality dimensions of this
quality component. In Section 4 we present the general ar-
chitecture of the system, the underlying Sensor Model and
the query plan that generates that quality enriched data.
In the last section we discuss challenges of data quality in
sensor data and future work.

2. USE CASE: PEOPLE COUNTING

The use cases for a Living Lab infrastructure are manifold.
They range from environmental monitoring (e.g., the water
level of a river) over multi-modal mobility management to
smart energy solutions. In this paper we present a use case
of public safety in street festivals. The festival organizers get
permission from the city management to organize a street
festival and pledge to comply with the safety guidelines de-
fined by the public order office.

The public order office and the organizers want to con-
tinuously monitor the situation on the streets where the
festival is taking place. An estimation of people’s count is
a valuable information for all parties in this use case. The
stakeholders in this situation are the city management re-
presented by the public order office, the festival organizers,
and the different businesses in the festival area.

The public order office needs an overview on the situati-
on on the streets. The office makes assumptions about the
capacity of the streets and the flow of people. It has also
guidelines for safety measures. The University of Bamberg
operates the Living Lab, which receives data from different
sensors. In order to estimate the number of people on a cer-
tain area, people counting cameras and mobile devices scan-
ners (FT) are deployed. FT stands for FlowTrack that is a
commercial product whose function is to scan a certain area
for mobile devices [6].
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Figure 1: people counting process

The cameras report people entering a defined area and
mobile devices’ scanners (FTs) report the mobile devices
in approximately the same region. Mobile devices’ scanners
(FT in the figures) are devices that scan a certain area and
record the MAC addresses of mobile devices in the area.
Data from both sensors will be sent to the Living Lab for
processing by the stream processing service.

Figure 1 shows the processing that needs to be performed
in the Living Lab. A stream processing component compu-
tes the results using several operators (OPs). The operators
either process the data directly as it comes from the sensors
or process data already processed by other operators. The
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Figure 2: People counting in street festivals

FTs data is fed to the OPs and the result is the number
of distinct devices. Another operator is fed data from FT
and camera and computes the WiFi-Ratio. WiFi-Ratio is
the relationship between the number of people counted by
the camera and the number of mobile devices seen by the
FTs. The expected result at the end of the stream processing
chain is an estimation of people gathered in the area cover-
ed by the sensors (cameras and scanners). The numbers of
street occupancy in the different locations of the festival are
monitored continuously by the public order office, and mea-
sures are taken if people at some place exceed the tolerated
number. In such situations a good estimation of people is
important, however data coming from sensors is not always
good enough.

Exact information provided by the processing of sensors’
data is crucial for this scenario because it enables the aut-
horities to take decisions to avoid any unwanted outcomes.
Figure 2 depicts one standard situation in a street festival.
If the number of people exceeds a certain threshold on a
small business street, shops and locals occupying parts of the
streets are immediately notified to clear the occupied space
from any objects(tables and chairs) to make more room and
improve the fluidity of movement.

From the aforementioned use case we can derive two main
requirements:

e Live data quality assessment: we need to have a real
time assessment of the data quality, to make sure that
estimations and computations using the data will yield
good results.

e Multi-Sensor data quality: since the outcome of any
process depends on the combination of different data
sources, we would like to ascertain the effects of data
quality of one source on the others.

3. RELATED WORK

Many authors have discussed the issue of data quality.
In this section, we focus on the most relevant one to our
use case. Sheikh et al. proposed a middleware that decoup-
les applications from the data producing sensors [13]. The
middleware aims to make up for the quality limitations of
the context sensors. This research restricts context informa-
tion on data about humans, i.e., the focus on human users
and not entities in general, whereas we do not want to limit
our approach to data generated by humans.

Schiffers [14] defines quality of context as “any informati-
on that describes the quality of information that is used as
context information”.
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Figure 3: The Living Lab (LL)

Batini et al. offer an interesting view on the data quality
dimensions and their respective definitions in [3].

The work of Batini defines clearly dimensions of quality
like accuracy and completeness, and provides clear defini-
tions of some of those dimensions. The list of dimensions
presented in the work cover all the data dimensions needed.

From the related work described above, we can see that
most work in the domain of data quality focuses on des-
cribing the quality with the use of different parameters and
the value range for each parameter. The research in this area
also does not examine the impact of data quality on the pro-
cessing results and focus on data quality without considering
methods to compute it online.

Since sensor data is known for being error prone and its
exposure to many disturbances, it has to be collected from
multiple sources and integrated together to make up for the
lost quality. In the context of data stream processing was the
focus initially on Quality of Service. QoS dimensions in data
stream processing are classified by Schmidt [11] into time-
based dimensions like throughput and latency and content-
based dimensions such as sampling rate data mining quality.

Further work on QoS in data stream processing aims at
producing Data Stream Management Systems that are qualit
aware. In [12] Schmidt et al. develop a deterministic data
stream processing system called QStream that offers QoS
parameters to users to choose from.

In [1] Abadi et al. propose a dynamic optimization mo-
del at the operator level to optimize different QoS metrics
across a combined server and sensor network. In [8] Klein
and Lehner present a flexible model for the propagation and
processing of data quality in a stream processing network
for sensor data in a smart environment, where the approach
relies on adapting operators.

Geisler et al. [5] proposed an ontology based framework for
data quality in data streams. The Data Quality framework
is an ontology that manages all Data Quality related meta-
data. The related work misses the importance of analysing
historical data to get insights on the influence of external
factors on the accuracy of the data.

From the above we also point out to the importance of our
work in the area of data quality in a Living Lab, where much
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of the processing relies on a combination of data from diffe-
rent sources (sensors). Live data quality assessment enables
the Living Lab stakeholders to get insights on the data used
for their decision making processes and for the operators
of the Living Lab to monitor the infrastructure. Statistical
analysis of the historical data can produce knowledge about
the influence of external factors on the sensor measurements.

From the related work in the area of data quality in [3]
and the work achieved by [9], we can derive the relevant data
quality dimensions for our use case. We define each property
and give its formula (analog to [3]).

Accuracy we define accuracy as the veracity of values
delivered by the different sensors. As data from sensors is
error-prone, we want to check continuously the values deli-
vered by the deployed sensors and compute the accuracy of
the measurement based on defined conditions of the sensor
model.

Completeness is given by the breadth, width and scope
of data for the given task. Completeness answers this ques-
tion: how sufficient is the information provided by the data?
Completeness can be described by completeness of schema,
completeness of columns, and completeness of population.
In our use case we can compute the completeness of the po-
pulations of the flowtracks based on the number of people
seen in the area.

Since our focus is on live processing of data streams, we
have to take a look at the existing work in the area of data
quality in stream processing. In our previous work, we im-
plemented quality-aware processing of sensor data in a Data
Stream Management System (DSMS) in an automated man-
ner [9]. In our approach the processing results are enriched
with additional quality information. The method relies on
using an existing ontology to describe sensors and their ca-
pabilities and qualities in a sensor model. The information
provided by the sensor model is used to compute the da-
ta quality continuously. Whereas the focus in the previous
work was on determining the quality dimensions of sensor
data based on observing sensors and probabilistic models,
we try here to use statistics about historical data to find out
the factors that influence data quality (like accuracy) and
put it into the sensor model.

4. APPROACH

Within the data-management of the LL, we implement
quality-aware processing by enriching the data stream que-
ries with partial plans to monitor the data quality. The im-
plementation for this enrichment comes from a sensor data
model. In this chapter, we first introduce the general archi-
tecture of this approach. Then we give an example for the
sensor data model before we show the enrichment of the que-
ry plan. We will take the camera as a first step, for which
we want to compute the accuracy. The completeness will be
addressed in a future work.

4.1 Architecture

As we see in the Figure 3, sensors generate data and send
it to the Living Lab, where data stream processing com-
ponents process the data. Organizers and public order office
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Figure 4: The SSN Model of the camera
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Figure 5: The Quality Query Plan

receive the counts as a result of the processing.

The Data Stream Management System system receives
the data and the sensor model information to enrich the
query plan with quality-aware operators. The operators can
then enrich data with quality properties. The enrichment
and query transformation is depicted in Figure 6

4.2 The Sensor Model

To describe the sensors, their capabilities, deployments
and their combinations we use Semantic Sensor Network
(SSN) ontology [4]. This ontology can specify the survival
ranges of sensors and the sensors performance within those
ranges. The ontology offers also the possibility to describe
the field of deployment of sensors, where the duration and
purpose of deployment is indicated.

To enable the quality-aware processing we model the con-
ditions under which a sensor provides which quality. In ad-
dition we model if there are sensors that could monitor these
conditions. If such sensors exist, we can use them to assess
the quality of the main sensor. One example in [9] consists
of the combination of a temperature sensor as a main sensor
and a position sensor as monitor. The monitor is deployed
nearby the main sensor and gives the distance to the nearest
object above the temperature sensor. If the distance sensor
gives a value of less than 1 meter then the accuracy of the
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temperature sensor is reduced, i.e, there is an object that
covers the temperature sensor and the values produced can
no longer be trusted.

For the cameras that we use in our installation, the main
factor that influences the quality of the measurement is the
distance to the center. As first experiments show, the er-
ror in height measurement increases with the distance (see
Figure 7). This effect can be described with SSN. Figure 4
shows the SSN model of the camera sensor, which reports
the position and the height of every person walking through
its deployment area. The height property has a measurement
property, which is its accuracy. We can have either high ac-
curacy and low accuracy and both depend on the condition
of the distance to the center area of the camera. The height
measurement has a low accuracy and a high accuracy and
each one depends on the condition set by the position of the
tracked person. High accuracy can be achieved when the
person is in the center of the camera area or in the proximi-
ty area (up to 2 meters). A low accuracy is reported if the
person is tracked far from the center area of the camera.

4.3 The Data Stream Management Query Plan

To implement the set of quality operators we follow the
ideas of Kuka and Nicklas [10], where the SSN ontology is
used to describe the sensors and the quality properties of
their observations. We use also a customizable Data Stream
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Figure 7: The correlation between the accuracy of
height measurements and the distance to the came-
ra: within a distance less than 2 meters the error of
height measurements is within 10 percent

Management System called Odysseus [2].

Applied on the sensor defined above, we can use the query
plan in Figure 5 to compute the quality of the measurements
made by the cameras.

The first node in the query plan gets the data from the
camera, and brings it in a format readable by the following
operators of the system. The Join combines the data from
both streams about the same person. The Map computes
the distance to the center of the camera for each tracked
person. The Quality operator measures the quality based
on the interval function defined by the statistical analysis
made on historical data in a learning phase. With this plan,
the DSMS component produces quality enriched data. The
Living Lab can send the results to its clients or the clients
can request them via the web services provided by the Living
Lab.
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5. CONCLUSION AND FUTURE WORK

This paper presents an approach to assess the quality of
sensor data in a Living Lab and to enrich live data with
quality meta data. The Living Lab has many use cases that
make the idea of offering quality-enriched data very appe-
aling. Our experience with sensor data shows that conti-
nuously monitoring the quality of data from sensors has a
huge impact on the processing results. The city of Bamberg
is home to street festivals that take place on a regular ba-
sis. We intend to use those events to test the infrastructure
and the quality components to see how well they can per-
form on a real life situation. Other plans include the use of
different sensor types in other use cases to make the quality
aware processing cover as many sensor types as possible. We
want also to compute the completeness of the data for the
flowtracks from our use case.
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