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Abstract. In this paper, we describe the participation of the Informa-
tion Management Systems (IMS) group at CLEF eHealth 2017 Task 1. In
this task, participants are required to extract causes of death from death
reports (in French and in English) and label them with the correct Inter-
national Classification Diseases (ICD10) code. We tackled this task by
focusing on the replicability and reproducibility of the experiments and,
in particular, on building a basic compact system that produces a clean
dataset that can be used to implement more sophisticated approaches.

1 Introduction

In this paper, we report the experimental results of the IMS group that partic-
ipated for the first time to the CLEF eHealth Lab [8], in particular to Task 1:
“Multilingual Information Extraction - ICD10 coding” [11]. This task consists
in labelling with International Classification Diseases (ICD10) codes death cer-
tificate texts written in English or in French. This work is usually performed by
experts in medicine; however, when large volumes of data need to be organized
and labelled, manual work is not only expensive but also time consuming and
probably not feasible when hundreds of thousands of death certificates need to
be classified according to a taxonomy of thousands of codes. For this reason, a
possible solution is to approach this task either from a machine learning perspec-
tive and/or a natural language processing perspective by using syntactic and/or
semantic decision rules [2].

The main goal of our participation to this task was to build a reproducible
set of experiments of a system that i) converts raw data into a cleaned dataset,
ii) implements a set of manual rules to split sentences and translate medical
acronyms, and iii) implement a lexicon based classification approach with the
aim of building a sufficiently strong baseline (our initial objective was to achieve
a classifier with precision and recall equal 0.5) . We intentionally did not make
use of any machine learning approach to improve the accuracy of the classifi-
cation of death certificates; in fact, the main objective was to build a modular



system that can be easily enhanced in order to make use of the cleaned training
data available. For this purpose, we devised a pipeline for processing each death
certificate and producing a ‘normalized’ version of the text. Indeed, death cer-
tificates are standardized documents filled by physicians to report the death of
a patient but the content of each document contains heterogeneous and noisy
data that participants had to deal with [9]. For example, some certificates con-
tain non-diacritized text, or a mix of cases and diacritized text, acronyms and/or
abbreviations, and so on.

The main points of our contribution to this task can be summarized as fol-
lows:

— A reproducibility framework to explain each step of the pipeline from raw
data to cleaned data;

— A minimal expert system based on rules to split sentences and translate
acronyims;

— Experimenting different weighting approach to retrieve the items in the dic-
tionary most similar to the portion of the certificate of death;

— A simple classification approach to select the ICD code with the highest
weight.

For this task, we submitted 2 official English runs plus 3 unofficial English
runs and 8 unofficial French runs.

2 Method

In this section, we describe the main aspects of our contribution: the software
used to build the reproducibility framework, the data cleaning pipeline, and the
classification approach.

2.1 R Markdown for Reproducible Research

The problem of reproducibility in Information Retrieval has been addressed by
many researchers in the field in the last years [6,4,12]. The main concerns for
reproducibility in IR are related to system runs; in fact, even if a researcher uses
the same datasets and the same open source software, there are many hidden pa-
rameters that make the full reproducibility of the experiment very difficult. For
this reason, there are important initiatives in the main IR conferences that sup-
port this kind of activity (see for example the open source information retrieval
reproducibility challenge at SIGIR? or the Reproducibility track at ECIR. [5]) as
well as in the Natural Language Processing community [1].

During the same time span, the Data Science community has questioned the
same issues* and has produced interesting solutions from a software point of

3 https://github.com/lintool/IR-Reproducibility
* http://www.nature.com/news/reproducibility-1.17552



Table 1. Expressions or punctuation marks used to split a line of a death certificate.

English French
with avec
due to sur
that caused par
sec to suite & unle]
on top of |dans un contexte de
also caused by apres
“’”’ “;”7 “/” “’”’ “;”7 “/”

view. The R Markdown framework® is now considered one of the possible solu-
tions to document the results of an experiment and, at the same time, reproduce
each step of the experiment itself. Following the indications given by [7], we de-
veloped the experimental framework in R and publish the source code on github
to allow other participants to reproduce our results.b

2.2 Pipeline for Data Cleaning

In order to produce a clean dataset, we implemented the following pipeline for
data ingestion and preparation for all the experiments:

— read a line of a death certificate,

— split the line according to the expression listed in Table 1;
— remove extra white space (leading, trailing, internal);

— transform letters to lower case;

— remove punctuation;

— expand acronyms (if any);

— correct common patterns (if any).

Acronym Expansion Acronym expansion is a crucial step to normalize data
and make the death certificate clearer and more coherent with the ICD10 codes.
For the English experiments, we used a manual approach to build the list of
expanded acronyms and an automatic approach that gathers acronym from the
Web. For the French experiments, we automatically created a list of expanded
medical acronyms available on Wikipedia and a manual cleaning of the same
list.

Indeed, the automatically creation of a list of acronyms gathered from the
Web presents some problems:

— sometimes acronyms have more than one expansion, some of which do not
belong to the medical field;

® http://rmarkdown.rstudio.com
5 https://github.com/gmdn/CLEF-eHealth-Task-1



— some entries contain more than one language, for example English and/or
French and/or the Latin expanded acronym;
— some others have some spelling mistakes.

In order to deal with these issues, we referred to the ICD10 dictionary code list
which contained a list of diseases and causes of death, to other French dictio-
naries,”'® and to some reliable websites.”

Moreover, we removed the wrong definitions and the acronym expansions
written in English and in Latin, and we corrected the spelling mistakes concern-
ing some of the accents (especially on the grapheme je;) and some typos (e.g.
"isoniazide” instead of "izoniazide”). Additionally, there were some variants that
differed only in the hyphen, e.g. broncho-pulmonaire/bronchopulmonaire, anti-
agrégant plaquettaire/anti-agrégant plaquettaire. In these cases, we chose the
definition present in the ICD10 dictionary and, if both variants were present, we
entered the one that had more occurrences on the Web.

2.3 Classification

We used a simple unsupervised lexicon based approach to label each (segment
of a) line of a death certificate [3]. The procedure to assign an ICD10 code that
does not require any training is the following:

— for each (segment of a) line compute the score of each entry of the dictionary;
— group the ICD10 codes that have the maximum score;
— assign the most frequent code within this group.

The score of each entry is the sum of the weights of each term either binary
weighting (term present or absent) or a term frequency - inverse document fre-
quency (TfIdf) approach [10]. In those cases where two or more classes have
the same number of entries with the maximum score, the first class in the list is
assigned by default.

3 Experiments and Results

In our experiments, we implemented:

1. a minimal expert system based on rules to translate acronyms, together with
2. a binary weighting approach or a Tf-Idf approach to retrieve the items in
the dictionary most similar to the portion of the certificate of death, and
3. a lexicon based classification approach that selects the most frequent class

with the highest weight.

We submitted two official runs for the English raw dataset. Then, we sub-
mitted 3 unofficial English runs and 8 unofficial French runs (four for the raw
dataset and four for the aligned dataset).

" Larousse http://www.larousse.fr/dictionnaires/francais-monolingue

8 Le Trésor de la Langue Francaise Informatisé http://atilf.atilf.fr/t1fi.htm

9 http://www.cnci.univ-paris5.fr/medecine/abreviations.html,http:
//dictionnaire.doctissimo.fr/



Table 2. Results for the official English runs

EN-ALL Precision Recall F-measure EN-EXT Precision Recall F-measure
Unipd-runl 0.4963 0.4417 0.4674 Unipd-runl 0.2791 0.0952 0.1420
Unipd-run2 0.3822 0.3405 0.3602 Unipd-run2 0.2917 0.1111 0.1609

average 0.6548 0.5586 0.6017 average 0.3986 0.2749 0.2549

median 0.6459 0.5267 0.5892 median 0.2791 0.2619 0.2740

3.1 Official Runs

For the two official English runs, we pre-processed the raw dataset in the follow-
ing way:

1. Read the first three fields of the American dictionary (DiagnosisText, Icdl,
Ted2, Ted3) and skip lines from 69328 to 69332 since there were some problems
with the data format as shown below

LATE EFFECTS TRAUMATIC DUODENAL HEMATOMA;CTS TRAUMATIC ...

LATE EFFECTS TRAUMATIC DUODENUM HEMORRHAGE;FECTS TRAUMATIC ...
LATE EFFECTS TRAUMATIC ELBOW HEMATOMA; TRAUMATIC ELBOW HEMORRHAGE;
LATE EFFECTS TRAUMATIC EMPHYSEMATOUS BULLOUS DISEASE;;

LATE EFFECTS TRAUMATIC EMPHYSEMATOUS LUNG BLEB;

2. Index the dictionary using either binary weights or Tf-Idf weights;
3. Build a test run by reading (and cleaning) the causes brutes file and
— split the sentence according to the following set of patterns: “with”, “due
to”, “also due to”, “that caused”, “sec to”, “on top of”,
— expand each acronym using a table of manually curated acronyms,
4. classify each line by assigning the ICD code with the highest score, if one,
or the most frequent code if more than a code matches the line of the death
certificate.

The expansion of the acronym was done by manually checking the acronyms
in the training data and building a table of expanded acronyms by means of the
Web page https://www.allacronyms.com/_medical.

The results of the two runs, Unipd-runl for the binary weighting approach
and Unipd-run2 for the Tf-Idf weighing approach are reported in Table 2.

The results of the binary weighting run was very close to our expectations,
that is to classify correctly almost half of the ICD10 codes (both in terms of
Recall and Precision) by just cleaning and normalizing the data without the
help of any expert of the field.

The poor result of the Tf-Idf weighting approach on the second run was
unexpected. For this reason, we investigated this matter and, thanks to the
reproducibility approach, we were able to immediately spot two bugs in the
code: 1) we unintentionally selected the Tf weights instead of TfIdf during the



Table 3. Results for the unofficial English runs

EN-ALL Precision Recall F-measure EN-EXT Precision Recall F-measure

Unipd-run3 0.6104 0.5454 0.5761 0.2167 0.1032 0.1398
Unipd-run4 0.5015 0.4442 0.4711 0.2439 0.0794 0.1198
Unipd-run5 0.6128 0.5474 0.5783 0.1833 0.0873 0.1183
Unipd-runl 0.4963 0.4417 0.4674 0.2791 0.0952  0.1420
Unipd-run2 0.3822 0.3405 0.3602 0.2917 0.1111  0.1609

average 0.670  0.582 0.622 average 0.405  0.267 0.267
median 0.646  0.606 0.611 median 0.279  0.262 0.274

indexing phase, 2) more importantly, we made a mistake in the classification
code (step 4 in the above list) that prevented the algorithm to select the most
frequent code (it just assigned the first ICD code in the initial list of results).
For this reason, we decided to correct the code and submit a second version of
Tf-1df as an unofficial run.

3.2 Unofficial

We also submitted unofficial runs both for French and English with the same
original goal but a slightly different approach for the collection of acronyms and
the use of transliteration of French diacritics. In particular, we were interested in
automatically gathering medical acronyms from a Wikipedia page and manually
cleaning the table of expanded acronyms (for example, duplicated entries, both
English and French version, wrong diacritics, and so on).

For the expansion of French acronyms, we used the Wikipedia page “Liste
d’abréviations en médecine”!? that contains 1,059 acronyms. After a manual
cleaning of the broken/missing/duplicated entries, we produced a table of 1,179
expanded acronyms.

The increase in the number of acronyms is due to the fact that for the same
acronym there were several solutions relevant to the medical field. Indeed, we
decided to place each variant in a different row with the aim of providing a more
complete overview of medical terminology. Furthermore, we applied the same
procedure when two acronyms corresponded to the same expansion by keeping
both alternatives and positioning them in different rows. Finally, we decided to
remove the acronym expansions that were not relevant to the medical field.

For the expansion of the English acronyms, we decided not to use the En-
glish Wikipedia list of medical abbreviation page since it is much less informative
compared to the French version. Instead, we chose a public Web page that con-
tains 445 common medical abbreviations.'! For the English unofficial runs, we
did not perform any manual corrections of the table of expanded acronyms.

10 https://fr.wikipedia.org/wiki/Liste_d\%27abr\’eviations_en_m\’edecine
" http://www.spinalcord.org/resource-center/askus/index . php?pg=kb.page&
id=1413



Table 4. Results for the unofficial French runs

FR-ALL Precision Recall F-measure FR-EXT Precall Recall F-measure

Unipd-run6  0.5325 0.3904  0.4505 0.3422 0.2447 0.2854
Unipd-run7 0.6294 0.4684 0.5371 0.3622 0.2505  0.2962
Unipd-run8  0.5326 0.3905  0.4506 0.3839 0.2460  0.2999
Unipd-run9  0.6209 0.4621  0.5299 0.4052 0.2503  0.3094
Unipd-run10 0.4383 0.3207  0.3704 0.3197 0.3708  0.3433
Unipd-runll 0.5181 0.3844  0.4413 0.3501 0.3814 0.3651
Unipd-run12 0.4411 0.3229  0.3728 0.3154 0.3615 0.3369
Unipd-run13 0.5157 0.3827  0.4394 0.3446 0.3702  0.3570

average  0.4747 0.3583 0.4059 0.3668 0.247/ 0.2921

median  0.5411 0.4136  0.5080 0.4431 0.2834 0.376
Unipd-runld 0.4920 0.4203 0.4533 0.3120 0.2577 0.2826
Unipd-runl5 0.5941 0.5088  0.5481 0.3323 0.2654 0.2951
Unipd-run16 0.5017 0.4286  0.4623 0.3551 0.2601  0.3003
Unipd-runl7 0.6037 0.5170 0.5570 0.3760 0.2650  0.3109
Unipd-runl8 0.4076 0.3481  0.3755 0.2951 0.3950 0.3378
Unipd-run19 0.4899 0.4193  0.4518 0.3241 0.4079 0.3612
Unipd-run20 0.4076 0.3480  0.3755 0.2912 0.3922  0.3342
Unipd-run2l 0.4884 0.4180  0.4505 0.3198 0.4023 0.3564

average  0.6479 0.5555 0.5933 0.5051 0.3109 0.3663

median  0.6288 0.5396  0.5/8/ 0.5080 0.3330 0.4056

English Run Results A total of three unofficial English runs were submitted:

— Unipd-run3 a corrected version of the official Tf-Idf run;
— Unipd-run4 binary weights with automatic acronym expansion;
— Unipd-run5 Tf-Idf weights with automatic acronym expansion.

The results for the unofficial English runs are reported in Table 3. The first
half of the table shows the results of the unofficial runs, while the second half
reports the official results for comparison.

French Run Results For the French dataset, we had to lightly change the
code that read the aligned and the raw causes since some lines (less than 1%
of the data) had some issues with the number of fields (more than expected)
and/or contained a semicolon in the death certificate (being the semicolon the
separating characters of the fields). See the files available for the reproducibility
track for more details.

A total of sixteen unofficial French runs were submitted: eight for the raw
dataset, eight for the aligned dataset. For each type of dataset we tried the
following settings:

— Unipd-runé (raw), Unipd-runl4 (aligned): binary weights, automatic cre-
ation of expanded acronyms, without transliteration of diacritics;



— Unipd-run? (raw), Unipd-run15 (aligned): binary weights, automatic cre-
ation of expanded acronyms, with transliteration of diacritics;

— Unipd-run8 (raw), Unipd-runl6é (aligned): binary weights, manually cu-
rated expanded acronyms, without transliteration of diacritics;

— Unipd-run9 (raw), Unipd-runl? (aligned): binary weights, manually cu-
rated expanded acronyms, with transliteration of diacritics;

— Unipd-runl0 (raw), Unipd-runl8 (aligned): Tf-idf weights, automatic
creation of expanded acronyms, without transliteration of diacritics;

— Unipd-runll (raw), Unipd-runl9 (aligned): Tf-idf weights, automatic
creation of expanded acronyms, with transliteration of diacritics;

— Unipd-runl2 (raw), Unipd-run20 (aligned): Tf-idf weights, manually cu-
rated expanded acronyms, without transliteration of diacritics;

— Unipd-runl3 (raw), Unipd-run21 (aligned): Tf-idf weights, manually cu-
rated expanded acronyms, with transliteration of diacritics.

The results for the unofficial French runs are reported in Table 4.

4 Final remarks and Future Work

The aim of our participation was to implement a reproducible lexicon based
classifier that can be used as a baseline for further experiments. The performance
was sufficiently good and in some cases the classifier achieved a classification
performance above 50% both for Recall and Precision which was our initial
ideal threshold as a baseline.

Moreover, the preliminary results of the experiments (official and unofficial)
have shown interesting differences between the English and French dataset:

— Tf-Idf works better for English while binary weighting performs consistently
better for the French dataset;

— For the expansion of the acronym there seems to be a trade-off between
manual curation of data and quantity of data gathered from the Web; a lot of
noisy data is comparable to a small curated set (see for example Unipd-run3
and Unipd-run5). With lots of data, a round of manual curation allows for
small (if not negligible) improvements in terms of accuracy of classification;

— for the French dataset, the normalization of diacritics was a key factor that
led to improvements of 10 points percent over the non-normalized version.

Before turning to a more complex system (based on a machine learning ap-
proach), we will investigate other forms of data cleaning. In particular, we want
to investigate better the problem with diacritics and include an automatic cor-
rection of wrong spellings of words (very frequent in the dataset) based, for
example, on the Hamming distance among the words of the ICD10 codes.
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