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Abstract. Monitoring the whale individuals in the ocean is a current problem 

among conservationists. Biologists often use photos of whale caudal for this 

problem as it is the most discriminant pattern for distinguishing an individual 

whale from another, but it often requires laborious visual analysis. There was a 

challenge announced in the SeaCLEF of LifeCLEF campaign for automatic 

whale individual recognition based on visual contents. We elaborated a solution 

to compare the photos of individuals by SIFT features (as simple image 

representation) with spatial consistency refinement method RANSAC (based on 

a rotation and scale transformation model). After determining the similarity of 

every pair, to discover the wrong similarity values and correct them, a 

clustering method was applied on the similarity graph of the dataset.     
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1 Introduction 

Analysis of images usually requires very time-consuming and expensive input by 

human observers, and this is true for sea images as well, although the statistics of data 

collection would be very useful for exploratory applications, in particular for fisheries 

and biological areas. This demands effective methods for automatic content analysis 

to enable proactive provision of analytical information; and in order to solve this 

problem a challenge is announced in SeaCLEF 13 of the LifeCLEF 3 campaign of 

ImageCLEF. 

In this challenge there were four subtasks: (1) Automated Fish Identification and 

Species Recognition on Coral Reef Videos, (2) Automated Frame-level Salmon 

Identification in Videos for Monitoring Water Turbine, (3) Marine Animal Species 

Recognition using Weakly-Labelled Images and Relevance Ranking, and (4) Whale 

Individual Recognition. We enrolled in the last subtask, where the goal was to find 

the images that correspond to the same individual whale. 



2 Related works 

The aim is to monitor the organisms at the individual level rather than at the 

species level in the task of discovering whale individuals in a large collection of 

pictures collected by nature observers. The process is initiated without any knowledge 

on the number of individuals and without any training samples of these individuals; 

thus, the problem is entirely unsupervised. The task was identical to the challenge in 

the last year, so there are some previous works dealing with this problem. 

In the paper 10 GMM (Gaussian Mixture Model) 12 was used to determine visual 

codebook with parametric probability density function represented as a weighted sum 

of Gaussian component densities. According to the codebook the next step was to 

create a descriptor that specifies the distribution of the visual codewords in any 

image, called high-level descriptor. To represent an image with high-level descriptor, 

the GMM based Fisher vector 11 was calculated. These vectors were the final 

representations (image descriptor) of the images. Finally a kernel matrix was built 

using RBF (Radial Basis Function) kernel function, an entry of kernel matrix        

describes how similar the     Fisher vector to the     Fisher vector (i.e. the     image 

to the     image), and the retrieval of predicted pairs was based on these similarity 

values. 

In another paper 4 a scalable fine-grained matching system was developed to 

discover small rigid visual patterns in highly clutter background. The work was based 

on RANSAC algorithm 1, as a solution to perform epipolar geometry estimation. It 

consists in generating transformation hypotheses using a minimal number of low-

level visual correspondences and then evaluating each hypothesis based on the 

number of inliers among all features under that hypothesis. 

3 Method for Whale Individual Recognition 

The aim was to find the images that correspond to the same individual whale; and 

the basic idea was to create the mathematical representation of each image based on 

visual content, then calculate the pairwise similarity values (these ideas were different 

from our previous works 101415). 

We elaborated more alternative ways in the continuation of the process. In one of 

the alternatives the matching decisions among the images are binary, and in the other 

there are continuous (presenting the reliability that they are matching pairs). 

We used the segmentation propagation technique introduced in 56 for separating 

the background (the water) from the whale’s caudal fin, and we used the segmented 

images for further calculations. We used the default configuration of the segmentation 

technique proposed in 56. As it can be seen in Figure 1, the algorithm was not able to 

perfectly separate the fins in all cases. In the first column of the figure, there are a few 



examples for a perfect segmentation; the second column includes acceptably good 

segmentations, where a portion of water still present in the masked version of the 

images; finally, some wrong segmentations can be seen in the last column, but this 

occurred rarely. 

 

 
Fig. 1 Some examples for the segmentation of whales 

3.1 Extracted features and SIFT matching 

Lots of different feature types can be detected in an image, e.g. corners, edges, 

ridges, as “interesting” part of an image, furthermore many possible feature extraction 

methods are available for images. We used the Harris-Laplace corner detector 29 for 

feature (i.e. keypoint) detection and we chose the SIFT (Scale-Invariant Feature 

Transform) 78 algorithm to create descriptor vectors. 

Our idea was to determine a similarity metric between two images based on their 

SIFT descriptors, therefore we searched for matching descriptor pairs on the images. 

Let us consider image   and image  , in order to avoid time consuming process caused 

by the large amount of possible pairs an approximate nearest neighbors search (in a k 

dimensional tree) 7 was used for investigation of matching. Our solution searched for 

the two nearest neighbors (the nearest and the second nearest one) to apply a ratio 

test, so the nearest neighbor of a descriptor was rejected as a matching pair if that was 

not significantly closer than the second nearest. In our experiments a ratio ( ) was 

used for this purpose, and the condition of acceptance for a matched feature pair can 

be seen in Equation 1.   
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where     denotes a pair of SIFT descriptors,     and     are Euclidean distances 

between the appropriate descriptors (  is the descriptor second closest to  ), and     

denote the number of descriptors on images   and   respectively. In the examination 

of an image pair many matched feature pairs can be found, therefore a possible way to 

decide whether an image pair is a match is setting a minimum required number ( ) of 

matched features between them. This gives us a binary decision for each pair of 

images, and we used this during the creation of ‘BME_DCLab_whalerun_3’ that we 

discuss later on. 

We define a new metric to measure the similarity between two images (  and  ), 

and we denote it by    . 

     
 

         
 (2) 

where   denotes the number of matched feature pairs. In this expression minimizing 

the           automatically minimizes all the other distances between the matched 

feature pairs. On the other hand,   should be as high as possible, because the more 

matches of SIFT descriptors are discovered the more likely for the image pair to be a 

match. Therefore, the aim was to maximize    , so higher score represents more 

confidence. According to this we sorted the image pairs based on the     values in a 

decreasing order, and this was our ‘BME_DCLab_whalerun_1’ solution. Note that we 

used         as ratio during the calculation of the     similarity values. 

Our solution examined every pair of images to reveal cliques, i.e. images that are 

mutually the closest to each other according to the similarity values. After that the 

previous run file was modified by moving the cliques to the beginning of the sorted 

list, and we submitted this slightly different run file under the name of 

‘BME_DCLab_whalerun_2’. 

3.2 Homography and clustering 

In the feature matching lot of false matches can occur due to case where the 

features belong to different parts of the images in the comparison. To decrease the 

number of these false positive matches, we applied a rotation-and-scale 

transformation model, which transforms the keypoints of one image to the keypoints 

of the other; and RANSAC 1 was used for this. The transformation was applied to the 

corner points of one image and then it was tested on convexity and area. A positive 

pair can be seen in Figure 1, there are lots of matched features (linked with green 

line), and the white line is the border of the transformed rectangle. 

 



 
Fig. 2 A positive pair with many matched features 

Now let us consider the binary decisions for each pair of images with      

(minimum number of SIFT matches). This gives us an addition threshold, therefore 

we lowered the distance ratio to         for balancing the requirement of 

acceptance. We were able to detect the possible false matches by using rotation-and-

scale transformation model (i.e. some 1 turned to 0). Regarding the options of 

RANSAC, the value of maximal difference in pixels was 5, and the values of other 

parameters were the default ones. 

Nonetheless there still may be some wrong predicted values, and some of them can 

be corrected if we consider the similarity graph of the images with 1 and 0 weight 

values. The images of a common whale individual determine a cluster, and in the 

cluster high weight values (close to 1) and among clusters low weight values (close to 

0) are expected. For this unsupervised learning, i.e. clustering we used Markov 

Cluster Algorithm (MCL) 16, which is a random walks based clustering algorithm. 

By creating the possible clusters, we further refined the initial decisions, because it 

was able to discover new connections or to reject existing ones. Note that, we set the 

“max_loop” parameter of MCL to 30, to increase the chance of detecting hidden 

relationships between the data points (other parameters were used at their default 

value). At this point we had a binary score (1 for matches 0 for non matches) and the 

    similarity value for each image pair. Thus we created an ordered list of image 

pairs based on the     metrics with the addition that a pair with 0 binary score can 

never precedes one with 1 binary score; this concludes the 

‘BME_DCLab_whalerun_3’. 

 

3.3  Official evaluation of Whale Individual Recognition 

The metric used for evaluating the submitted run files was the Average Precision 

(i.e. the precision averaged across all good matches of the ground truth). The 

following table provides the AP values of our submitted runs. Because of limited 

number of runs we could not measure contributive ratios of the clustering algorithm 

and other solution parts separately. However, the combination of solution parts in the 



‘BME_DCLab_whalerun_3’ eventuated the best average precision as can be seen in 

the Table 1. 

Table 1 Results of Whale Individual Recognition 

Run name Average Precision 

BME_DCLab_whalerun_3 0.51 

BME_DCLab_whalerun_1 0.30 

BME_DCLab_whalerun_2 0.30 

4 Conclusion 

We elaborated three different methods (two of them are only slightly differ) for 

whale individual recognition. We used SIFT descriptors to represent the visual 

content of the images, and we searched for matching descriptor vectors between each 

pair of images. We defined a new metric to measure the similarity of the pairs by a 

confidence value, and then refined these scores to get even more precise predictions. 

For this purpose, we used RANSAC and MCL algorithms. The most complex run file 

that we submitted was able to achieve 0.51 Average Precision in the official 

evaluation. 
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