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ABSTRACT

In the light of the characteristics of health behavior recommen-
dations, we discuss implications of recommendation uncertainty
from a practical and ethical point of view. Considering problem
complexity and data structure as well as security and autonomy
aspects, we demonstrate the importance of user empowerment,
fostering reflection of the recommendations and of integrating the
user into the loop. In a preliminary empirical analysis, we show that
presenting uncertainty to the user might help the user to reflect
the recommendation and integrate him into the loop. Moreover, it
might increase trust, perceived transparency, system responsibility,
and overall user satisfaction.
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1 INTRODUCTION

Recommender Systems are very popular in various areas such as
e-commerce or entertainment as they can support users in choice
processes. Recommender systems are also an emerging topic in
the field of health-related systems. However, due to noise in the
underlying data, contextual factors that the system does not know,
sparse data, and algorithmic errors, a recommendation will always
contain uncertainty to a certain extend. We use uncertainty as an
umbrella term for error on the one hand and confidence on the
other as they are two sides of the same coin.

Even if one might argue, that uncertainty might be negligible
for shopping, movie, or music recommendations, it has a more
serious impact for health-related recommender systems. In the first
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part of this paper, we will discuss practical and ethical implications
of uncertainty in health-related recommender systems. We argue
that it is essential that such systems present the uncertainty of
the recommendation and its impact in the choice situation. We
further present an empirical analysis based on data derived from
two studies concerned with recommendations of physical activity
goals (one with presentation of uncertainty, the other without). In
this analysis, we investigate whether trust, perceived transparency
of the system, perceived responsibility of the system, reflection of
the recommended goal, and overall user satisfaction are influenced
by presenting (vs. not presenting) recommendation uncertainty.

2 STATE OF THE ART

While early work in the field of recommender systems focused on
improving algorithm accuracy, in recent years also the impact of
transparency and user integration in the recommendation process
has gained increasing attention. Indeed, it has been shown that peo-
ple wish for a more active role in the recommendation process [12].
Such user integration is realized by the principle of relevance feed-
back [9] or critique-based systems [2], sometimes combined with
interactive visualizations and direct manipulation [7]. Some exam-
ples are SmallWorlds [4], TasteWeights [1], SetFusion [6], VizBoard
[10], MyMovieMixer [5], or a collaborative filtering system focusing
on transparency and interactive control [3]. However, there are two
main differences to the approach presented here for the application
field of health-related recommendations: First, in conventional rec-
ommender systems users usually do not directly manipulate the
recommendation, but the preferences and their weights on which
the recommendation is based on. Second, transparency is achieved
by presenting which preferences lead to the recommendation, but
not by presenting uncertainty. Although some discussion about the
idea of increasing transparency of Al systems through information
about uncertainty has just started [11], as to our best knowledge,
there is no work done yet concerned with presentation of uncer-
tainty of health-related recommendations and its consequences on
user perception and behavior.

3 CHARACTERISTICS OF
RECOMMENDATIONS FOR
HEALTH-RELATED BEHAVIOR

Recommendations for health-related behavior, such as recommend-

ing an activity goal level, have specific characteristics which lead

to specific demands of recommender systems in this domain. They
are discussed in the following.
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3.1 Data-Related Aspects

Health-related recommender systems often deal with complex prob-
lems and many influencing factors, which are often very unstable.
For instance, recommendations are influenced by the users’ current
and prospective health state, current and prospective barriers and
other context factors influencing the health-related behavior, and
by motivational aspects. Even if trying to consider most of these
aspects, some of them will not be measurable and/or predictable.
To handle this problem, it seems helpful to integrate the user into
the loop. The recommendation should be seen as an anchor instead
of a final item. Therefore, we argue that, in this domain, recommen-
dations should be provided as a range with probability information
and should be adjustable by the user.

This is possible as the data structure often differs from those
known of conventional recommender systems. Conventional rec-
ommender systems recommend items. This might also be the case
for health-related recommendations, but especially in this domain
there is also another type of recommendation, which we call con-
tinuous recommendation and which is based on interval-scaled data
(e.g. amount of physical activity or amount of sodium intake). Con-
sequently, the user’s decision is no more just dichotomous (select
item or not) or ordinal (choose between alternatives) but quantified.
This enables system designers to allow users to directly adjust the
recommendation (instead the underlying preferences). This is a
chance to deal with problems like unknown context factors etc. dis-
cussed above. Moreover, because of the quantification, the feedback
the system can derive from a user’s decision is more informative
than in conventional recommender systems. Thus, we argue that
users should be encouraged to adjust the recommendation provided
by the system. This might be stimulated by presenting uncertainty,
as we will show later.

3.2 Ethical Aspects

Health-related decisions are a very private issue with high personal
importance. Although it is an area in which people are used to get
advice, based on self-determination theory it is important for moti-
vation that people maintain a high level of autonomy [8]. This leads
to twofold demands: On the one hand, the system should support
the user’s decision by recommending the best possible option. On
the other hand, it should strengthen the user’s decision autonomy.
One prerequisite for decision autonomy is information. Providing
information about the uncertainty of a recommendation means
empowerment of the user and builds a foundation for autonomous
decisions.

Certainly the most important characteristic of recommendations
for health-related behavior are the consequences that result from
incorrect, inadequate, or misleading recommendations. While in
other areas such problems can lead to decreasing satisfaction or ac-
ceptance problems, consequences are more serious in health-related
recommendations. Taking the example of recommending an activ-
ity goal, an inappropriate goal could be physically overburdening
and lead to physically dangerous behavior if the user unreflectedly
trusts the recommendation.

This is why we emphasize the importance of designing health-
related recommender systems in a way that they support reflection
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Flease choose a your physical activity goal
for the next week!

Recommendation: 8:30 hours

5:00h ( 1 10:00h

Figure 1: Screenshot of recommendation without uncer-
tainty information (study 1)

of the recommendation even if this might decrease trust in the
recommendation.

4 EMPIRICAL ANALYSIS

We compared data from two studies, we conducted in 2017. The
survey period was approximately two weeks in both cases. In the
first study, participants were presented an individualized activity
goal in an online questionnaire. They were offered the opportu-
nity to modify the goal. However, we did not present them any
information on the uncertainty of the recommendation. Afterwards,
they had to rate several items related to aspects of trust, respon-
sibility, transparency, etc. In the second study, participants were
presented activity goals in a smartphone application. They were
shown four different visualizations which also informed the user
about uncertainty respectively confidence of the recommendation.
Again, the recommended goal could be modified. Afterwards partic-
ipants answered the same items as mentioned above. The first study
was originally conducted to evaluate the used algorithm and the
second one to compare different visualizations of recommendation
uncertainty. However, for a preliminary investigation of the ques-
tion, whether communication of recommendation uncertainty can
influence trust, perceived transparency of the system, perceived re-
sponsibility of the system, reflection of the recommended goal, and
overall user satisfaction, we decided to compare the participants’
ratings from both studies regarding those aspects. For better compa-
rability, from the second study, we chose the visualization that was
most similar to the one in study 1 (see Figure 1 and 2). Both contain
a slider to modify the goal. The visualization in study 2 additionally
indicates uncertainty by presenting the level of accuracy. Moreover,
a variable textual information on the goal’s suitability expresses
uncertainty by using an expression like probably.

4.1 Sample

In the first study 25 participants (16 female, 9 male) and in the
second study 14 participants (10 female, 4 male) took part. Mean
age was 34 years in both studies (range study 1: 19-64; range study
2: 21-57).
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Figure 2: Screenshot of recommendation with uncertainty
information (study 2)

4.2 Results

In both studies, we asked the users about the above-mentioned
aspects. The same items were used in both studies. The scale was a
Likert-Scale from 1 (= not agree at all) to 5 (= strongly agree). Normal
distribution was just given in about half of the cases. Although
t-tests are rather resistant against violation of this precondition,
due to unbalanced sample size we report parametric as well as
nonparametric tests. All significance tests are conducted on a 5%
significance level.

4.2.1 Reflection of the Recommended Goal. To evaluate, if infor-
mation about uncertainty can foster reflection of the recommen-
dation and integrate the user into the loop, we asked participants
if they felt encouraged to reconsider the recommended goal and
if they felt encouraged to modify the recommended goal. As the
results in Table 1 and 2 show, the ratings for both items were sig-
nificantly higher when uncertainty information was given. Effect
sizes are medium to high.

Table 1: Reconsider the goal

descriptive t-test Mann-Whitney

n M SD t p d U p r

no uncertainty 24 2.96 1.00

A7 1.11 815 . 4
uncertainty 14 3.93 0.73 3.17 003 81.5 .006 5

Table 2: Modify the goal

descriptive t-test Mann-Whitney
n M SD t p d U »p r

no uncertainty 23 2.74 1.05
uncertainty 14 3.93 0.92

349 .001 1.21 66.5 .002 .50
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4.2.2  Trust, Perceived Transparency, and Perceived Responsibil-
ity. We also asked participants, if the system in general and the
recommendation seem trustworthy to them and whether the sys-
tem seems honest and transparent. Further, we wanted to know
whether information about uncertainty increases perceived system
responsibility. As can bee seen from the results in Table 3- 7, the
presentations with information about uncertainty are significantly
superior for trust, perceived honesty, transparency, and responsi-
bility with medium to high effect sizes.

Table 3: Trust the system

descriptive t-test Mann-Whitney

n M SOD t p d U p r

no uncertainty 23 2.87 1.01

. 3.29 .002 1.15 71.0 .003 .48
uncertainty 14 3.93 0.83

Table 4: Trust the recommendation

descriptive t-test Mann-Whitney

n M SOD t p d U p r

no uncertainty 24 2.96 1.12

2.81 .008 0.98 84.5 .009 .43
uncertainty 14 3.93 0.83

Table 5: Perceived honesty of the system

descriptive t-test Mann-Whitney

n M SOD t p d U p r

no uncertainty 23 3.26 0.96

. 2.57 .015 0.83 91.5 .022 .45
uncertainty 14 3.93 0.61

Table 6: Perceived transparency of the system

descriptive t-test Mann-Whitney

n M SOD t p d U p r

no uncertainty 23 2.26 1.25

14 3.86 086 4.19 <.001 149 50.5 <.001 .58

uncertainty

Table 7: Perceived responsibility of the system

descriptive t-test Mann-Whitney

n M SD t p d U p r

no uncertainty 23 2.78 0.90

. 3.71 .001 1.29 60.5 .001 .54
uncertainty 14 3.86 0.77
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4.2.3  Overall User Satisfaction. Assessment of the overall user
satisfaction consisted of three items. We asked if the participants
were satisfied with the recommendation. Further, we asked them if
they think the system is exact, in order to see, if information about
uncertainty has a negative effect on perceived exactness. Third, we
asked the participants if they think, the system does a good job.
For all three items, user ratings were significantly higher when
information about uncertainty was provided with a medium to
large effect (see Table 8- 10).

Table 8: Recommendation satisfaction

descriptive t-test

n M SD t p d

Mann-Whitney

U »p r

no uncertainty 24 3.08 1.06

. 2.64 .012 0.93 85.0 .008 .43
uncertainty 14 3.93 0.73

Table 9: Perceived exactness of the system

descriptive t-test

n M SD t p d

Mann-Whitney

U »p r

no uncertainty 22 2.73 1.03

2.34 .026 0.81 84.5 .016 .40
uncertainty 14 3.50 0.85

Table 10: Good job by the system

descriptive t-test

n M SD t p d

Mann-Whitney

U »p r

no uncertainty 24 2.75 0.80

. 3.87 <.001 1.30 63.5 .001 .54
uncertainty 14 3.79 0.80

5 CONCLUSION

In the light of the characteristics of health behavior recommenda-
tions, we discussed implications of uncertainty from a practical and
ethical point of view. Considering problem complexity and data
structure as well as security and autonomy aspects, we demon-
strated the importance of user empowerment by communicating
uncertainty to the users and of integrating them into the loop.

As the main conclusion of our theoretical discussion, we strongly
advise to design health-related recommender systems in a way that
they support reflection of the recommendation.

In the empirical part of this paper, we showed that presenting
uncertainty or confidence to the user might be an appropriate way
to increase such kind of reflection. Also user ratings regarding trust,
perceived transparency, system responsibility and the overall user
satisfaction were superior when presenting uncertainty.

Although the results are very strong with significant differences
in all cases and high effect sizes, it should be considered, that they
base on two different studies with an unbalanced sample size and
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some differences in study design. Moreover, we chose a positive
way of indicating uncertainty (presenting the confidence instead of
the error). Especially with regard to trust, future research should
investigate whether results presenting uncertainty by the showing
error are different.

In general, future work should take these preliminary results
as a starting point to further investigate the issue of uncertainty
communication in the area of health-related recommender systems.
We want to encourage designers of such systems to integrate un-
certainty information and other techniques to foster reflection of
the recommendation. Further, we hope that (stimulation of) recom-
mendation reflection will become an accepted quality criterion for
health-related recommender systems.
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