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Abstract. Recently there has been increased interest in combining the
fields of Model-Driven Engineering (MDE) and Search-Based Software
Engineering (SBSE). Currently, when solving MDE-SBSE problems, in
addition to the problem description, the user is required to manually
provide design space exploration (DSE) information, encoded as model
transformation rules and an optimisation algorithm. Performance and
solution quality strongly depend on the right choice of transformations
and optimisation algorithm.

The aim of this research is to develop an approach to solving MDE op-
timisation problems, by removing the need to manually specify model
transformations and an optimisation algorithm. The inputs required for
the problem description are the metamodel, the initial model if one is
available and a set of constraints and fitness functions. The remaining
components needed for running the optimisation, are inferred from the
given problem description. Solving this challenge allows domain experts
to model optimisation problems using MDE and find good solutions
without needing extensive knowledge about model transformations, con-
straint solving or optimisation.
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1 Introduction

MDE introduces models as a principal entity to describe complex engineering
problems at a higher abstraction level than code [1]. The model is a represen-
tation consistent with a domain specified by the parent metamodel. A model is
also referred to as an instance of a metamodel. A core MDE concept is model
transformations, which enable model creation and alteration while maintaining
metamodel consistency of the transformed model.

SBSE is a methodology for describing software engineering problems as opti-
misation problems [2]. A search based problem consists of a system to represent
solutions, a process to generate new solutions from existing ones and a solution
quality evaluation method.
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Recently there has been an increasing amount of interest in combining the
fields of MDE and SBSE [3,4,5,6]. For all of these approaches, the user describes
the optimisation problem using MDE and SBSE concepts and the tool returns
converging solution models resulting from running the optimisation. In [6] the
authors propose MOMoT, a rule based optimisation tool that offers a Domain
Specific Language (DSL), implemented as an Eclipse plugin, to enable users to
specify optimisation problems in MDE. Viatra-DSE is another tool performing
rule based model optimisation [7]. Both tools in [6] and [7] optimise a chain of
rule applications to find the most suitable derivation chain which applied to an
initial model results in a good solution model. A tool that runs optimisation
directly on models is Crepe [3]. It has been extended in [4] to support multiple
objectives. The tool uses a generic encoding for the models, as a set of integers,
which is then used by genetic algorithms to apply mutations and crossover.

The research question this PhD aims to answer is: Can we simplify the pro-
cess of running optimisation on models? We aim to contribute solutions to the
following challenges in response to this research question: a) manual specification
of transformation rules to be used as search operators requires knowledge about
model transformations, optimisation and how the two fields can be combined; b)
manual optimisation algorithm selection suitable for the problem being solved
requires advanced knowledge about optimisation methods; c) choosing the most
suitable model for the chosen optimisation strategy is not trivial. The proposed
solution is to build a tool offering a DSL that allows users to specify an MDE op-
timisation problem by supplying only the metamodel, an optional initial model
and a set of constraints and fitness functions. Using this information, the tool
will then determine the best model to start the optimisation from, along with
automatically generated transformation rules and a problem suited optimisation
algorithm.

The contributions of this research will make the specification and solving of
MDE optimisation problems more accessible, enabling domain experts to solve
them without having knowledge about transformations and optimisation meth-
ods. The proposed solution will be evaluated by using the tool to solve industry
case studies [8,4]. This type of evaluation will show if our proposed automated
approach is better than the existing user driven alternatives.

2 Background

Search-Based MDE is the idea of combining the concepts of search based optimi-
sation (SBO) and MDE, in order to solve optimisation problems specified using
MDE [9]. An SBO problem specification requires the following elements: a) a
candidate representation method; b) operators to generate new solutions from
existing ones, by mutation or breeding; and c) a candidate quality evaluation
method commonly referred to as fitness functions.

The MDE model and metamodel concepts are an ideal equivalent of the
candidate and search space representations from SBO. In MDE, model trans-
formations are the process to change the structure of models while ensuring



that their metamodel conformance is maintained. In SBO, transformations can
be seen as operators, which are the process to mutate or combine individuals
to explore the search space in order to find better solutions. The SBO search
space is the set of all possible candidates that can be solutions to the problem
being optimised. The process of generating new candidates using operators and
evaluating their suitability is also known as DSE.

3 Problem statement

Existing tools solving MDE-SBSE problems require the users to specify a prob-
lem description consisting of a metamodel, model instances, model transforma-
tions and an optimisation algorithm. The problem is that in order to use these
tools to find a solution to an optimisation problem, the user is required to know
not only the domain of the problem, but also how to specify model transforma-
tions to use as search operators and what optimisation algorithm is the most
suitable.

The aim of our research is to propose an approach to automatically infer from
the problem specification consisting of a metamodel and a set of constraints and
fitness functions, the most suitable starting model for the optimisation process
required for the current problem, if this is not already provided by the user,
the best operators for efficient design space exploration and the optimisation
algorithm. To make this possible, we have identified the following challenges
that would have to be solved as part of this research:

1. Model evolutions. In order to efficiently explore the search space, it may not
be enough to have transformation rules that ensure model consistency, but
which also avoid local optima and provide good design space exploration dur-
ing the search, through mutations and breeding. Automatically generating
such transformation rules remains a challenging problem;

2. Optimisation algorithms. Automatically selecting the most suitable optimi-
sation algorithm from a deterministic or stochastic repository of algorithms,
using only high-level problem description and no user input is not trivial. Us-
ing the right algorithm for a problem can result in considerable performance
and quality improvements [10];

3. Initial model provision. In some cases an initial model may be available
when an existing system needs to be improved or in other cases an initial
model may have to be generated automatically. Determining the most suit-
able model version to use as an input for the selected optimisation algorithm
in order to find the best solutions is a difficult problem.

4 Approach

The plan for this research project is to start by identifying case studies that can
be represented as MDE-SBSE problems [8,4]. The number of case studies will be
continuously increased for the duration of the project, to allow us to effectively
validate the proposed solutions.



Fig. 1: Research steps.

In Fig. 1 we identify the three
steps required to solve the research
challenges discussed in Sect. 3. Step 1,
consists of using the user given con-
straints, objectives and the problem
metamodel to generate efficient DSE
operators. In Step 2, the most suitable
search algorithm to solve the prob-
lem is automatically identified using
the generated search operators, the
tool input used to generate them and
knowledge about algorithm requirements. Step 3, is finding the best model to
start the optimisation from. This step consists of determining if there are any
transformations that can be applied to the input model before the start of the
search process, to better guide the optimisation algorithm towards good solu-
tions by starting from a suitable initial model. For each challenge we will propose
an algorithm. This will then be implemented in our MDEOptimiser 1 (MDEO)
tool and validated using the identified case studies.

Fig. 2: Tool architecture.

The tool is built as an Eclipse plu-
gin and is using the Eclipse Mod-
elling Framework, allowing the user
to specify the problem using a Do-
main Specific Language (DSL) imple-
mented using XText 2. The optimisa-
tion algorithms supported by the tool
are implemented using the MOEA
framework 3. A high level architecture
of the tool can be seen in Fig. 2. The
grayed box for the initial model de-
notes that it may be provided by the user only in some cases and therefore,
when not available, it would have to be generated automatically using a tool like
Cartier [11].

Fig. 3: Project Timeline.

A high level overview of the expected timeline for completion has been in-
cluded in Fig. 3. One of the main risks of the proposed research plan, is that

1 https://mde-optimiser.github.io/
2 https://eclipse.org/Xtext/
3 http://moeaframework.org/
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there may not be a good solution which can be generalized to any MDE optimi-
sation problem. In such a case, because the main aim is to simplify the process
of running SBO on MDE, there are two mitigation strategies planned: a) reduce
the scope of the research by focusing only on a certain type of problems that can
be solved with our approach; b) rather than completely eliminating the require-
ments for the user to specify model evolutions and an optimisation algorithm,
instead require the user to provide a set of helpers that could guide our proposed
algorithms to achieve their goals. The occurrence of these risks can be identified
in the initial stage of solving each of the challenges and mitigated accordingly
once identified.

5 Current status

The research has been started by working on the model evolutions challenge.
While working on this step, we have found promising results by proposing an
automated way of generating transformation rules from a metamodel and a set
of additional multiplicity constraints. The algorithm is based on the SERGe rule
generation meta-tool [12], and it improves the transformation rules generated
by SERGe, by adding a set of refinements to enable the model search to avoid
getting stuck in local optima and ensuring a better search space exploration.

Our approach has been tested using the Class Responsibility Assignment
(CRA) case study proposed as a challenge at TTC 16 [8]. The CRA scores found
by the automatically generated rules have been close to, or in some cases better
than, the scores obtained with the manually defined rules. A detailed overview
of our results for this implementation can be found in [13]. We are now working
on generalising the approach and validating it with more case studies.

6 Related work

In [12] the authors introduce an automated way for generating consistency pre-
serving edit operations (CPERs) from a metamodel. The rules are generated
so that they can generate a valid model upon multiple applications. Another
approach to generating transformation rules is proposed in [14]. The author
presents a framework to generate DSE exploration rules using a genetic algo-
rithm which is used to run a set of higher-order transformations on a training
model. The obtained rules can then be used to transform models conforming
to the same metamodel as the training model. This approach is one possible
solution to the identified evolutions generator challenge, however, we aim to
generate transformation rules using a deterministic algorithm, eliminating the
performance overhead of a genetic algorithm.

In [15] the author introduces the model transformations by example (MTBE)
approach to generating model transformation rules using an iterative, semi-
automated method of generating model transformation rules from a set of exam-
ple mappings between the source and the target models of the transformations,
provided by the user at the start of the process. At each iteration, the user



can refine the generated rules by validating them with more test models. Using
this approach, the quality of the generated rules depends on the intuition of the
user and also on increased availability of test models. In [16] the authors propose
the Model Transformation as Optimisation by Examples (MOTOE) approach to
transform a source model into a target model using particle swarm optimisation
(PSO) [17] and without specifying transformation rules.

Kessentini et al. propose an approach to generating transformation rules as
an optimisation problem in [18]. The solution starts by randomly generating
transformation rules, which are used to find target models. The solution uses
PSO to find the best rules that generate good quality target models and once
these rules are identified a local heuristic is used for further improvement.

In [19], the author identifies some of the current approaches to automatically
selecting an algorithm to solve an optimisation problem. The survey also high-
lights the need for more contributions to this field as the problem of algorithm
selection is non-trivial.

7 Conclusions

This research will contribute to the field by proposing an automated way to
solve complex MDE optimisation problems by only requiring the user to input
the problem metamodel, an optional initial model, and a set of constraints and
fitness functions. The solution will automatically determine: a) the most suitable
model to start the optimisation from, b) the most efficient transformation rules to
use for exploring the search space and c) the appropriate optimisation algorithm
to find the best solution.

The contributions made by this project will consist of proposed algorithmic
approaches to solve each of the challenges identified and a tool implemented
as an Eclipse plugin. The proposed approaches will be validated by using the
tool to solve industry case studies and compare the obtained results with results
obtained by manual attempts at solving the same case studies.
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