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Introduction

Together with the rapid growing of information we daily produce, we have as-
sisted to the flourishing of new tools and techniques whose aim is to help users
in accessing such information in a personalized way. In the Information Over-
load era we are living in, the amount of information exceeds the users capability
of processing and using it [39]. Huge and fast growing number of possibilities
overwhelms users, leading them to make poor decisions and feel anxiety and un-
satisfaction [37]. Recommender Systems (RSs) [32] are a family of information
filtering tools which have proven to be valuable means in assisting users to find,
in a personalized manner, what is relevant for them in such overflowing com-
plex information spaces. They provide users with personalized access to large
collections of resources.

The main task of a recommendation engine is typically to estimate the rel-
evance of unknown items for a target user and recommend the Top-N items by
considering for each user the best N items with highest utility [32]. Typically,
the utility of an item is represented by a numerical rating, which indicates how
much a particular user liked such item. However, the utility is not defined for
each pair of users and items and usually it is available only for a small subset of
them. Such subset represents the input of a generic recommender system, whose
objective is to estimate the utility of all the remaining pairs. A formal definition
of the recommendation problem has been given in [1] and defined as follows.

Definition 1. Let U represent the set of users and I the set of items in the

system. Potentially, both sets can be very large. Let f : U ⇥ I ! R, where R is

a totally ordered set, be a utility function measuring the relevance of item i 2 I
for user u 2 U . Then, the recommendation problem consists in finding for each

user u such item imax,u 2 I maximizing the utility function f . More formally,

this corresponds to the following:

8u 2 U, imax,u = arg max

i2I

f(u, i)

? This is an extended abstract of the keynote lecture given at the Third International
Workshop on Knowledge Discovery on the Web (KDWeb 2017)



Depending on the the way the utility function is estimated and the availability of
additional data about the characteristics of items for example, there are di↵erent
types of recommendation techniques. The main two are: collaborative filtering
and content-based. A complete list of collaborative filtering and content-based
techniques together with their hybrid versions is given in [5] and in [32].

Collaborative Filtering Recommendation. Collaborative Filtering is the process
of filtering or evaluating items using the opinions of other people [36]. According
to [4] there are two main types of collaborative filtering methods: memory-based
and model-based. Memory-based CF uses a particular type of Machine Learn-
ing methods: nearest neighborhood (k-NN) algorithm. In particular, it does not
require any preliminary model building phase, since predictions are made by
aggregating the ratings of the closest neighbours. Conversely, model-based tech-
niques first learn a predictive model which is eventually used to make predic-
tions. Memory-based approaches can be classified either in user-based [15] or
item-based [35].

Content-based Recommendation. Content-based RSs recommend an item to a
user based upon a description of the item and a profile of the user’s interests [30].
Briefly, the basic process performed by a content-based recommender consists
is matching up the attributes of a user profile with the attributes of a content
object (item) [8]. Di↵erently from collaborative filtering, such recommendation
approach relies on the availability of content features describing the items. A
high level architecture of a content-based RS is presented in [8]. There are two
main content-based recommendation approaches: heuristic-based or model-based.
Approaches using heuristic functions have their roots in Information Retrieval
and Information Filtering. Items are recommended based on a comparison be-
tween their content and a user profile. The idea is to represent both items and
users using typical IR techniques [3], e.g. vectors of terms, and compute a match
between their representations. The user profile consists in a vector of terms built
from the analysis of the items liked by the user. Model-based approaches [29] use
Machine Learning techniques to learn a model of the user’s preferences by ana-
lyzing the content characteristics of items the user rated. Content-based methods
can have several limitations. For a complete and detailed description of content-
based recommendation techniques refer to [8,30]. The main one is the content

overspecialization which consists in the incapability of the system to recommend
relevant items which are di↵erent to the ones the user already knows.

Knowledge-enabled Recommender Systems.

In content-based approaches, the information exploited by recommendation en-
gines is very often encoded by bag of words or, more recently, by word embed-
dings [20]. In all these cases, no explicit semantics is associated to the contextual
data. Nowadays Linked Open Data datasets represent a huge repository of dif-
ferent kinds of knowledge spanning from sedimentary-one such as encyclopedic,



linguistic, common-sense and so on, to real-time one such as data streams, events,
etc. If we consider encyclopedic datasets such as DBpedia [18] or Wikidata [41],
we have access to a huge amount of factual knowledge referring to a variety of
topics. In order to e↵ectively incorporate Linked Open Data in recommenda-
tion applications there are several aspects to consider. Ultimately, the goal is to
provide the system with background knowledge about the domain of interest in
the form of a knowledge graph. In a high level architecture of a component in
charge of retrieving portions of the LOD graph regarding the items in the system
which are used to form the knowledge graph there are two main modules: the
Item Linker and the Item Graph Analyzer [28].

Item Linker. The Item Linker addresses the task of linking the items in the
system with the corresponding resources in the LOD knowledge bases. The aim
of such component is bridging the gap between the items in the catalog and LOD.
We have hypothesized two main ways for performing the linking task: Direct
Item Linking and Item Description Linking. These modules take as input
any dataset in the Linked Open Data cloud and the list of items in the catalog
with associated side information, if available, and return either the mapping
between items and URIs or the set of URIs found in each item description,
depending on the selected module.

Direct Item Linking This approach is the more straightforward way for accessing
LOD datasets. However, it requires that items have to be Linked Open Data

resources, otherwise it cannot be used. Using movie title and year information
it is possible to find the relative DBpedia resource. However, it is important to
solve possible cases of ambiguity. The simplest solution is to exploit the class
of the ontology that the item belongs to. For instance, in the movie domain we
may select the resources with class dbo:Film.

Item Description Linking This approach bases on the exploitation of side infor-
mation about the items such as textual descriptions or attributes. Such infor-
mation can be used as input for entity linking tools in order to have access to
LOD resources and link them to the item. Specifically, Entity Linking is the task
of linking the entity mentioned in the text with the corresponding real world
entity in the existing knowledge base [38]. Many Entity Linking tools have been
proposed in the literature and made available on the Web. Some of them are:
Babelfy [21], Dexter [7], DBpedia Spotlight [19], TAGME [14], NERD [33].

Item Graph Analyzer. This module is responsible of the extraction from the
knowledge base of a descriptive and informative subgraph for each item, that
is a set of RDF triples somehow related to the item resource. Eventually, all the
extracted portions of the original graph can be merged to obtain a specific knowl-
edge graph representative of the domain of interest covered by the recommender.
It takes as input the list of items URI returned by the Item Linker and returns a
set of RDF triples for each item. Potentially, each item resource may be connected
to a big portion of the LOD graph. However, not all entities and relations may



be informative and descriptive of the item content. Several strategies to select
a relevant subset of RDF triples for each item may be considered and adopted
[22,31]. One strategy can be to manually define a set of properties or sequences
of properties by using some domain knowledge. SPARQL queries are a powerful
tool to pre-filter subgraphs relevant for the recommendation task.

Evaluating LOD-based RSs

There are many datasets available for the evaluation of recommender systems.
However, such datasets are not appropriate for evaluating LOD-based recommen-
dation algorithms because they do not contains links to URIs. In order to evaluate
LOD-based RSs, three datasets belonging to di↵erent domains (movies, music and
book) have been processed to compute a mapping between items (movies, artists,
books) and their corresponding DBpedia URIs. The mappings for the datasets
is available at https://github.com/sisinflab/LODrecsys-datasets.

Movielens. This dataset is based on the MovieLens 1M dataset (http://www.
grouplens.org/node/73) released by the GroupLens research group. The orig-
inal dataset contains 1,000,209 1-5 stars ratings given by 6,040 users to 3,883
movies. We found a valid mapping for 3,300 out of the all movies.

LibraryThing. Derived from the LibraryThing (http://www.librarything.
com) dataset (http://www.macle.nl/tud/LT/). This dataset is related to the
book domain and contains 7,112 users, 37,231 books and 626,000 ratings ranging
from 1 to 10. In this case we found a match for 11,694 books.

LastFM. Di↵erently from the previous ones this third dataset is based on im-
plicit feedback consisting of user-artist listening data. Its data come from re-
cent initiatives on information heterogeneity and fusion in recommender systems
(http://ir.ii.uam.es/hetrec2011/datasets.html) [6] and has been built
on top of the Last.fm music system (http://www.lastfm.com). The original
dataset contains 1,892 users, 17,632 artists and 92,834 relations between a user
and a listened artist together with their corresponding listening counts. For this
dataset we found a match for 11,180 out of all artists.

Open Challenges

Recommender systems can be considered as a killer application for the exploita-
tion of the huge knowledge encoded in LOD datasets freely available on the
Web. Although, many solutions have been proposed and implemented to de-
liver this new generation of knowledge enabled recommendation engines (see
[31,12,11,28,24,23,10,40,25,9,27,26,16,2,17,34,13]) some important issues remain
still open to a deeper investigation. Among them we cite the most important
ones: feature selection, distributed computing, cross-domain recommendation,
computing explanation, the role of formal reasoning in the recommendation pro-
cess.



feature selection The richness of Linked Open Data datasets may result in
a pitfall for data-intensive tasks (as computing recommendations) as they
potentially introduce noise in the data. Selecting the right features in LOD-
enabled recommender systems results not just in getting the minimal mean-
ingful subset of properties which are directly connected to an item but, given
the graph-based nature of the underling data, the minimal meaningful set of
semantic paths, of arbitrary length, which result representative of the item
itself.

distributed computing Over the last years solutions to horizontally distribute
graph-based data manipulation have been proposed also boosted by the in-
creasing production of data coming from social networks. All the methods, al-
gorithms and frameworks work quite well with multi-relational graphs where
the number of possible relations are just a few compared to that of Linked
Open Data. New approaches need to be proposed and developed to easily
deal with all the semantics encoded in LOD datasets.

cross-domain recommendation The highly interconnected nature of datasets
such as DBpedia or Wikidata represents an opportunity to develop cross-
domain recommender systems. That is, systems able to recommend items
in a knowledge domain which is not the same of the user profile. As an ex-
ample, we may be able to recommend books given the user profile collects
information on movies.

computing explanation Sometimes, receiving recommendations may result
frustrating as we do not know the reason why the system suggested such
items to us. Computing explanation for recommendations has been identified
as a must have feature for the new generation of recommender systems. In
this direction, all the knowledge available as Linked Open Data may surely
play a key role.

formal reasoning LOD datasets are not just a mere collection of data repre-
sented in a graph-based way. They usually refer to a rich ontology which
in turns can be represented by means of expressive logical languages as De-
scription Logics. The adoption of such languages enable the application of
formal logical reasoning over the underling data. As of today, due to its
high computational complexity, such reasoning has not been exploited to
its full potential but it can surely add new value to real knowledge-enabled
recommender systems.
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