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Abstract—This paper describes the design and the
implementation of an Agent-based Workflow Enactment
Framework (AWEF) which can be instantiated a the bass of a
work flow schema fa obtaining a spedfic workflow enactmert
engine. A workflow engire therefore is a MAS capaldle o
managing instances of the workflow schema used for the
instantiation of AWEF. Each MAS adopts a hierarchical
organizational structure composedby an EnacterAgent, which is
respongble of the activation andmonitorin g of the workflow , one
or more ManagerAgents, which are responsible of the executon
and control of the workflow /subworkflows according to a
parent/child model, and one or more TaskAgents, which are
respongble of the execution of internal tasks and/or of the
wrapping of external taks or services The hierarchical
distribution of the workflow executon control between the
ManagerAgents and the distribution of the computation among
the TaskAgents allow for more flexible, efficient, and robust
enactment services

Index Terms—Multi-Agent Systms, Distributed Workflow
Enactment, Workfl ow Patterns, Agent-based Applications.

|. INTRODUCTION

ORKFLOW Management Systens (WFMS) are
systens dbsigred to auomate complex acivities
consgsting of many dependent tasks [26]. In the lastdecads
WFMS have been developad to provide swppat to the
modeling, improvement and atomation o business
management, indwstrial engineering, and daa-intensive
scientific processes[25,10]. Since each lsiness area can
benefit from workflow management it is possible to
distinguish different kind of workflows and relatedworkflow
managenent techriques sgcifically conceived for meeting the
requirements of a specific business areaard fully sypporting
the asscciatedbusinessprocessesA main distinction thatcan
be done is between Collaborative and Production-oriented
workflows. The former are informaton certric: human
interactiors drive the eecutilm o workflows in a loosely
struictured menner. In this case WMS are Computer
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Supported Cooerative Work (CSCW) systens that offer
groupware agplications ard other staredworkspacetoadls for
swpating human interactions [4]. Instead, Production
workflows are pocess-diven due to their highly repetitive
nature [7]. In this case tle processs ae hghly structured and
the adgpted WFMS ake basedon workflow enactrent senices
able to offer an dicient and accurate contraboutthe flow
of the processes. Moreover, in a Produdion workflow, most
of the tasks ae eecutedauomatically by sdtware programs
and applicatiors without interactingwith humanusers. Sich a
kind of workflows can be nodeled as a set fointerrelated
services (Senice Workflow) [29]. In the context of Internet-
based workflows [19], such senices are distributed and
ownel by different organizations so that they could become
unavailable due © the lack of network senice guarartees To
deal with this inportant isse, a dymamic senice allocationof
senvicesis oftenrequired aswell asthe negotiation of sewice
level agreenents (SLA). Due to thesereasms the enactnent
of Internet-basedworkflows requires more flexible enactrent
ergines kasedon more adcequate coodination mecharsms.

To effectively fulfil swch requirements the Agerts

paradigmand tehnobgy are béng used since Agents are

widely considered very sutade for the modeling and
implementaton of conplex sdtware systera in open
distributed environments[18]. In paticular, in the context of
workflow management, the use ofthe Agerts paradigm allows
for trarsforming a wokflow from a sequerce of acivities,
that ae often modeled and corsist of (Web) senices

invocation in a ociety of proactive, autoomous and
coordinabde enities (©r multi-agent sysem) whose
coordinated interactbns drive the wokflow execution
[20,17].

This paper poposes an agntbasd approach for the
distributed eractrrent of workflows. The wokflow enactnent
is ersbled by an Agemrbased Workflow Enactnent
Framewak (AWEF) which is instartiatedon the bais of the
schenes of the wokflows to be eracted so obtaining specific
workflow engines. A workflow schema can be defined by
using the Workflow Patterrs identified ard proposed by van
der Aakt [25] and can be repsnied wsing YAWL (Yet
Another Workflow Language) [24]. A workflow engine
therefore corsists ofa MAS capalke of managng instancesof
the workflow schema used for the instatiation of the
workflow engine. The famewark provides he bag agents for
workflow enactnent (EnacterAgent, which is resporsible of
the acivation and monitoring of the workflow,
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ManagerAgent, which is regonsible of the eecutin and
cortrol of the wakflow, and TaskAgent, which is responshble
of the execution of interral tasls ard/or of the wrapping of
exterral tasks or sewices) their interactionprotocols ard a set
of control-flow classes with are assciatedto the behavior of
the Manager Agent ard implemert the Wakflow Patems The
framework is implemented by using JADE [3,16], a FIPA-
conpliant [13] Javabased agnt development ervironment
which basicaly offers adistribued agent platform ard anAPI
for agent pogramming.

The remainder of the pagr is oganizedas bllows. Section
2 introduces sme baclkground concepts abut workflow
enactnent, presets aur agentbasedapproach enaled by
AWEF and reports some related works. Section 3 and Section
4 degribe the desgn ard the JADE-basedimplemertation of
AWEF respectively. Findly conclusiors are dawn and
directions d furtherwork delineaed

I1.DISTRIBUTED WORKFLOW ENACTMENT

The Wakflow Refererce Model, proposed by the
Workflow Managment Coalition (WfMC) [28], describes a
gereric achitecure for workflow managenent consisting of
sevedr functional componerts interfaced wih a Workflow
Enactnent Serice (see Fgure 1). The Praess Definition
Tools alow a process designer to define busness processes
often adopting a dagrammatc represetation. The daganms
(or workflow schemas), reresentedin a Pracess Deséption
Language (PDL), are receivedby the Wakflow Enadment
Senice \ia Interface 1. The Workflow Client Application is
usudly the apflication which requests e enactrant of a
workflow to the Workflow Enactnent Senice by specifying
the wakflow schenma to be emacted and passirg the
parameters Case ActivationRecad) neededfor the activation
and execution of a gecific workflow instance. Dung its
enactnent a workflow can ke administered am monitored
(Interface § ard it may interact wih other auomated business
proceses(Interface 4), with human participarts (nterface 2
and with other applications without human intervention
(Interface 3)

P—
Process
Defintion Tools

Interface 1 5

Workflow API and Interchange formats

- Turerface 4
Interface 5

Other Work flow

Workflow Enactment Service
Administration Enactment Service(s)
& Monitoring

-

Tools

Tnterface 2 ¢

Workflow
Client
Applications
S

Fig. 1. The rderence modd for WFMS proposed bythe WfMC.

TABLEI
THE WORKA.OW PATTERNS
PATTERN PATTERN NAME
TYPE (SYNONYMS) DEFINITION

Seguence An activity is enabled faer the
(Seqluentlal routing, serial completion ofanoher activity .
routing)

A point in the workflow where asingle
Parallel Sit threal of control sgits into multiple

g (AND-split, parallel routing, threads of contrd which can be executed

T fork) in parallel, thus allowing ectivities to ke

o exeauted simultaneausly or in any order.

= P A point in the workflow wheremultiple

5 &/nd”!rpnlzalon pardlel subpocesses/adivities corverge

g (AND—]0|n, rendezvous, into one sngle thread of cortrol, thus

. synchronizer) s :

g synchranizing multiple threads.

o Exclusive Choice A point in theworkflow where,basd on
(XOR-split, conditional a condtion, one d several branches is
routing, switch, decision) chosen.

Simple Merge A point in the workflow where two or
(XOR-join, asynchronous more alternative branctsemerge without
join, merge) synchranizéion.
Multi-choice A point in theworkflow where,bagd on
(Conditional routing, a condition, a number of branches are
selection, OR-split) chosen.
- Synchronizing Mege A paint in the workflow wheremultiple
8 (Synchronizing join, OR-join) | paths comergeinto ore sinde threal.
= 5 A point in a workflow where two or
% ﬁ moreh brmgh&lf reo;)nve';%e whi‘th)u:]
= : synchranization. If more than one ranc
g § Multi-merge gets activate the adivity following the
3 5 merge is $arted for every adivation of
Q %\ every incormring branch.
§ A point in a worklow that waits for a
‘g number of the incoming branches to
Discriminator complete  before  activating  the
(N/M or partial join) subsequent activity then it wats for the
remaining branches to conplete and
“ignares” them Then itresetsitself.
Arbitrary Cycles A point in a workflow where one or

g (Loop, iteration, cycle) more activiti es can be dae repeatedly.

g A given sub-workflow should be

& Implicit Termination terminated whenthereis nahing els to

be dae.
Multiple Instances
without synchroniztion Multiple instances d an adivity can be
(Multi-threading without createl with no need to sgychronize
synchronization, spawn off them
facility)

§ Multiple Instances with a An adivity is enabled a maber of times

S iori desian time known at degyn time. Onceall instances

E priori 9 are ompleted sone other activity neals

I knowledge to bestarted.

=8 An adivity is enabled a maber of times

5 Multiple Instances with a| known at runtime. Once all ingances are

= priori runtime knowledge | completed sone other activity needsto

be darted.
Multiple Instances An adivity is enable_d alrmber of times
without a priori run-tine known neither at design time nor at run-
time. Onee all instanes are completed
knowledge some other ativity needs tobe stated.
. It is simlar to the exclusive chace but
gg;;dcﬁgoogieﬁp"dt the (hoice is n_ot made exnicitly andthe
] ’ ; runtime envronment dedédes what
choice, deferred XOR-split) branch totake.

g Interleawed Parallel A set of adivities is exeated in an

o Routing arbitrary order dedded at runtime; no

% (Unordered sequence) two adivities ae adive at the same time.

(] . The enabling of an ativity depeds on
,(\'/Il'isetz}gndeeadline Sate the workflow beirg in agiven state i.e.

o ’ the ativity is only enabled if a certain
condition, withdraw milestone has been reached which did
message) not expire \et.

- - An enabledactivity is dsaled, i.e. a

»(.% g:/\iﬁlaévcatcl:}(lil\fi)t/) thread waiting for the execution of an

3 Y) activity is renoved.

g Carcel Case A workflow instance is removed
(Withdraw case) completely.
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As described aove the Process Definition component
provides the processdesgner with a workflow language able
to specify a workflow schema which can le successiely
instartiated by mears o the Enactrent Sewice kasedon a
workflow APl and on one a more workflow engines. Tk
workflow ddinition language is to be expressive and powerful
to specify camplex workflows from seweral perspectives:
cortrol-flow, data-flow, resaurce andoperational [25].

The contra-flow persgective describes activities ad their
execuion ordering through different constructors, which
pemit to control the flow of execdion, and provides an
essetial insight into the efectiveress & a wokflow
specifcation The dataflow perspecive rests a control-flow
perspecive, whle the resarrce and operatioral perspecives
are ancillary.

An expressive and powverful set of control-flow congructs
for the sgecificaion of workflow schemas (WF Schemas) is
the set of the Workflow Patterns proposed by van da Aalst
[25]. In Tade | the Wakflow Patems, idertified by
exanining the most known cortenporary workflow
managenment systens, are enumerated along with their
synayms ard a hbrief definition.

An exarmple WF Schema based on the WF Patters and
drawn by using YAWL [24] is given in Figure 2. After the
task A is caried out (sequerce patter, thetasks B, C, ard D
are execued in parallel (parallel sgit pattem). When B or C
complete (synchronizing nerge patern), the task E is
execuwed an amitrary number of times @rhitrary ocles
patterr). When D campletes (sequerce patterip either the task
F o the sk G (exclusve choice patterh is executed When
either F or G canplete (simple merge pettern), depending on
the peceent cloice, he task H is executed (seqience
patterr). Whenthe iterative execution of E completes ard also
H terminates (synchronization pattern), the taskl is execued
and after its conpletion (seqience pttern), the wokflow
terminates

Fig. 2. An exanple WF Schema bad on the W Pattens.

A gereric Workflow Enactnent Service WFES) ecéves
from the wser the indication about which workflow is to be
enacted(WF Type mran) and the Case Atvaton Recad
(CAR) for the specific workflow instarce; then, on the basis
of the WF Schema carresmnding to the selectedVF Type,
the WFES enacts & wokflow by mears d a spgecific WF
Engine If the WF Engine is of the distributed type the user
indicates alsoa set of parans for specifying some
requirements relaed to the distritution of control,

computation andfor dda during the workflow enactment

(Figure 3)
=

|:> WF Enactment Service
w HU‘M
Distribution Params

Fig. 3. An A Workfow Enactrent Service.

WF Activation Params
*  WFType
« CAR

More in details, in order to emct a wakflow the WFES
sdects a suitable WF Engineg from the WF Engines
repositary, on the basisof the sctema of the workflow to be
eracted. f the reqiired WF Engine is nt availablethe WFES
createsit. The creaton is driven by the WF Schema which is
used to propedy instariiate a Workflow Enactnent
Framewak so bulding a WF Emgine ade to eract that
specific WF Schera. In building the specific WF Engine the
distribution patams specified by he user are alsoconsdered
Finally, the WF Engine will enact tle wokflow on the besis
of the given CAR and the passille distribution parans (Figure
4). The creaed WF Engine is staed in the WF Engines
repositary so that it can be reused for enacting future
workflows of the sane type.

WFE
Framework

Distribution
Params

WF Schema

CAR

WF Engine

Fig. 4. The costruction ofa WF Engine.

A. The proposed agent-based approach

In our approach br the dstributed wakflow enactnent a
WF Engine is a MAS built by propealy instantiating the
Agentbasd Workflow Enactnent Framework (AWEF) on
the besis of a WF Schera defined by using the WF Patters.
In paticular, a WF Egine condsts o tree diferent agent
types:

- EnacterAgent, which represetts the interface between the

MAS condituting the WF Engine and the Workflow
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Enactnent Senice and is responsible for the activationand

monitoring of the workflow.

- ManagerAgent, which is responsible of the excttion and
control of the workflow. A sinde Manager Agent allows for
flat workflow managenent whereas éhierarclical structure
of ManagerAgents, fomed accading to the prer/child
model, allows for a herarchcal workflow managerent.
The behavior of aManagerAgent is defined on te basis of
the WF Sclema it has to emct.

- TaskAgent, which is resmpnsibe for the execution of
internal tasks andor for the wraping of external tasksor
savices. The behavior of a TaskAgent is defined on he
basis d the activities comosing the taskit has to cary out.
A WF Engine is, therefore, a MAS with a hiearchcal

orgarizaiona struwcture in which the catrol of the workflow

execuion is herarchcaly distribued between the

Manager Agents and the computation is distributed among the

TaskAgents.

A WF Schena can be specified by using YAWL [24]
which is based on the WF Patters ard offers also an XML
basedrepesentationof the WF Screma

The design and the implementation o the AWEF, onwhich
the WF Engnes are based are presetted in details in sectiors
3ard 4

B. Other related approaches

In the literature it is possile to find different proposals of
distributed workflow enactnent mechamsms based on the
Agent paradigm and technologies which aim to support more
flexible, dynanic ard adapive workflow from the process,
resairce aml actiity persgective B].

Such approaches differ from each other in the suppated
dimendgons of distribution (cmmputation, @ntrol and data), in
the adopted coordinaion modd (control-driven, data-driven)
and in the expoited MAS orgarizaional stucture
(hierarchcal, peerto-pee.

In [10,23,21] the authors presnt an agen-basedworkflow
engne cetered on a herarchical organizational structure in
which a ProcessAgent execides a waokflow instarce by
requeding the executin of the tasksomposing the workflow
to a set of ResourceAgents. ResourceAgents canbe seenas
represerting web sevicesand canbe dynarmically discovered
and allocatedto a ProcessAgent by a ResourceBroker Agent.
In this cortrol-driven apgoachthe cotrol about the stateof
the wakflow execuion is hierarchically distributed between
the ProcessAgents and the conputation whereas dta are
distributed anong the ResourceAgents which are reponsible
of the task ercuion.

In [1] the adhors popose a software environmert to
dynamically generate agen-based workflow engines. A
workflow ergine is generated by acompiler that trarslatesan
XPDL workflow definition to a MAS read to be execued in
the Hemes middleware. The traslaion process isa two step
procedire. In the first stepthe wserdevel wakflow definition
is mapped to an Agent Level Workflow (ALW) specfication.
In the secnd step the conpiler cortretely generates agents,

called Workflow Executas, from the ALW specfficaion by
plugging the implementation of the required workflow
activities, that are awailable in a repostory, into “empty”
agerts (keletors). A workflow engne is, tlerefore, aMAS
having a peerto-peer organizational structure in which the
workflow exection is driven by the irteractions anong the
Workflow Execuors.

A similar appoachcanbe found in [22] which preselts a
methodology for trarslaing a wakflow specifcation into a
MAS architectue specifying formalized rdes fa modeling
agerts’ behaviors. The MAS is ot gereratedautanatically by
a compiler like in [1] but by the aveloper adpting a tol
calledAgent Develper Studio (ADS).

In [7,8,9] the auhors presen an agetibased approachfor
enacting BPELAWS (Business Proess Ercutin Language
for Web Seniceg [6] workflow specificaions. BPELAWS is
an XML-based language that albbws for the sgecification of
workflows wrere the acivities are @fined by Web sewvice
invocatiors. The proposed distributed enaciment mechanisns
combine dita-centeed ard control-centered coordination
mechanisns. Data are nanaged via a shaed XML repostory
while the cantrol of the workflow acivities & driven by
ag/nchronous messages exchanged between the agets that
eract he wokflow. The nessa@ excharge mitem for the
control messagesis deived from a Colored Peri Net model of
the workflow. The agnts’ belaviors are cofigured and
instantiated at mu time on the lasis d the BPELAWS
specification of the specific warkflow to be enactedThe
orgarizaional MAS stricture is kasedon a RequestorAgent
that achestratesa set d Distributed Workflow Agerts
accading to the wokflow specification. The systemhas been
implementedin JADE.

Another agent-based aproach fr eracting workflows
specified in BPEL4AWS is proposed in [14]. The novdty of the
approachis thatthe enactnent of the wakflowsis caried aut
by peeragerns that canbe assaiated with web serices.The
control flow is coded in an interaction protocol that is nat
defined a the development time like in [1,22) but which is
pased d run time between the agets togetrer with the
messa@s soinforming each agnt what  do nex to keepthe
workflow exectting.

Another peerto-peer agent-baed enactrent approach is
presentedn [29]. In this appoachthe wakflow to beenaced
is decanposed into a %t of interelated task partitions. Each
task partition represets a sevice ard its paition, i.e., the
interacton and dependency with the dher sevices n the
process Then each taskpartition is distributed to an agent
which represents a seice piovider dfering a sence required
by the sgecific workflow instance. Bchagernt autonomoudy
manages the eacmment of the repeseted sevice andthe
interactons between this ernice am the others only on the
basis d the assigned taskpartition; agents are ot conscious of
the whde processin which they areinvolved. Such adgted
coordination modd is known as a choreography coordination
model.
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Il1l. THEDESGNOFAWEF

The design of AWEF was caried out by exploiting an
agent-oriented development process [11] in which the
requirements a@pture phase is swpated by the Tropos
methodobgy [5], the analysis ahdesgn phases arguppored
by the Gaa methodology [27] and the detailed design phese is
supported by the Agent-UML [2] and the Distilled StateCharts
(DSC)[12].

The requirements, capured using the Tropos goal-oriented
appoach were eported in a Reqiirements Statenents
document. On tre basis d the reaiirements the following key
roles wereidentified
— Enacter, which manages the activation and monitoring of

workflows ard repesens the interface between the WF

Engine am the Wakflow Enactnent Sewice;

— Manager, which manages the execuion and cortrol of
workflows;

— Executor, whichexecues he intenal workflow tasks;

— Wrapper, which interacs with the exernal tasks or
senices
Each of these oles was flly desciibed by using a Role

Sclema accoding to the Gaa methodology. The protocds

assaiatedwith eachrole were identified ard dacumented by

an Irteractiors Model. Then the idertified Roles were
aggegatedinto Agent Typesalsospecifying the agn types

hierachy (Agert Model); the main services required to

realize eachrole were specified (Services Model) and the

relaionships of communicaion betweenthe Agent Types
documented (Acquairtance Malel).

The identified Agert Types ae:

— Enacter Agent, which derives from the Enacter role.

— ManagerAgent, which deiives fom the Manager role. A
single Manager Agent adlows for flat workflow managenent
whereasa hiemrchical stricture of Manager Agents, formed
accading to the paent/chld model, alows for a
hierarchical wakflow managerent.

— TaskAgent, which derives from both the Executor and
Wrapper role.

The detailed design phase dlowed for obtaining adetailed
specification of the behaviors of the Agent Types which have
been defined in the Agent Modd. The work products of this
phase were the Agent Interacions Model and the Agent
Behavors Model. The former cansists ¢ a setof Agernt-UML
interactiondiagams [2] whichthoroughly specify the patterrs
of interaction betweenthe Agent Types; the Agent Behaiors
Model specifiesthe dyramic belavior of each AgehType by
mears ofthe Distilled StateClrts (DSC) formalism [12].

The main interaction pattems dcumented by the Agent
Interactions Model are:

— EnacterAgent/ManagerAgent, which is enabled by the
Enacter/Marager Interaction Praocol (EMIP);

— Manager Agent/ManagerAgent, which is enabled by the

Manager(parent)/Marager(child)  Interacton  Protocol
(MMIP);
— ManagerAgent/TaskAgent, which is enabbed by te

Manager/Task Interaction Rotocol (MTIP).

In the Agent Behaviors Model the basic behaviors of the
Enacter Agent, Manager Agent and TaskAgent are defined. In
paticular, the defined ManagerAgent behavior (or
Manager Behavior) is conposed d:

— An InitialPseudActivity, which represeits the starting
point of the wokflow exection in the WF Schena.

— One or more FinalPsaudoActivity, which represent pantsin
the WF Screma at which the wokflow or a part of it ends.
A FinalP®udoActivity uses a parert ManagerAgent for
notfication puposes.

— One or nore WFPattern, which represen the control-flow
activities. AWFPattern, which can e ary of the available
WF Patems [25] (sequerce, aml-sgit, and-join, xor-spit,
xor-join, or-split, multi-merge, discriminator, loop, multiple
instancesdefered choice, mlestone, et) uses one or more
TaskAgents and ore or more child ManagerAgents for
activation purposes aml a parert ManagerAgent for
notification puposes.

In order to model a WF Schema, InitialPseldoActivity,
FinalPseudoActivity, and WFPattern are lirked through
source/target corrol-flow asscciatiors.

Figure 5 stows a Statchartsbasd represettation [15] of
the ManagerBehavior.

ControlFlow

| executeNextControl Action()

ControlAction
Exeauted

ExeaiteNextControl Action/ executeNext ControlA ction()

()uoreaiynoNe puey /uoirea 1 loNabueyDBTEIS

gTermi nateControl/ sendEndNotification()

Fig. 5. The gaericbehaior of aManager Agent.

According to he WF Schema to eract, theManager Agent
erters the ControlFlow swerstate egcutig the
executeFirstControl Action() method. In this superdate, every
times that an ExecuteNextControlEvent is received the
ManagerAgent execues tke nex control-flow acton by
invoking the executeNextControlAction() method whth
fetches the ext WFPattern and exectiesit. Upon conpletion
of a WFPattern exection, two ewerts are gnerated: ()
ExecuteNextControl Action which allows the
ManagerBehavior to invoke the executeNextControl Action()
method; (i) StateChangeNotification which allows natifying
the upper-level Manager Agent or the Enacter Agent about the
control-flow statecharge of the wakflow. If there ae no
more WFPatterns to execte, the TerminateControl event is
generated which drives he ftrminaton of the
ManagerBehavior and the trasmssion of the related
EndNotification to the upper-level ManagerAgent or to the
EnacterAgent. A WFPattern execution can involve: (i) the
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detecton of the completion of ataskthrough the recegion of
a FIPAACL messa@ which canalso cary the data produced
by the canpleted task (ii) the creatbn andor activation of
TaskAgents a Manager Agents.

The interacton diagrams composing the Agent Interactons
Model and the bkehavioral specifications of the Agent
Behaviors Modd are to be intended as basic schemas that will
be caedinto the lasic classes bAWEF. AWF Engne will
be obtained by instartiating such basic clasgs accoding to
the schena of the workflow to be enactedand using the
corcrete mplementatons of the tasks required for the
workflow execttion.

FIPAAgent

1 1

EnacterAgent|  __________ ManagerAgent 1

. [ Taskagent

|
I 7
1 | P

i
<<uses>>|
i

parent
1 1

,,,,,,
' .
| <<uses>>
1 I
- |
EnacterBehavior | _i

1
ManagerBehavior

! TaskBehavior

T

1 1.7 i ! [1.
ivity | 1 1 [ wFPattern | ____i | ! FinalPseudoActivity
source target | __________|

target
SOUrCe 1 = 1 1

o
target

[ [
BasicControlFlow AdvBranch&Synch

T T

Sequence XORJoin ORSplit N/mM

Fig. 6 Class diagam of the AWEFFramework.

In Figure 6 the classes whiatompose AWEFare reprted.
In particular, AWEF provides the tase agntsfor workflow
enactnent (EnacterAgent, ManagerAgent ard TaskAgent),
their interacion protocols ard a set 6 control-flow clases
which are assciatedto the belavior of the Manager Agent and
implement the WF Pdterrs.

IV. THE JADE-BASED IMPLEMENTATION OFAWEF

The JADE-lasedclasses oAWEF weke straichtforwardy
derived from the class thgram reported in Figure 6 In
paticular:

— EnacterAgent, ManagerAgent and TaskAgent extend the
Agent class of JADE [16];

— EnacterBehavior, TaskBehavior armd WFPattern extend
Behaviour class & JADE wtlich represems a gereric
behavior terminating whenthe erd-of-activity condition is
met;

— ManagerBehavior extends FSMIBehaviour class of JADE

which models a complex task whose sub-tasks correspord
to the acivities performed in the statesof a finite state
machire. In particular, the stats of ManagerBehavior
correspond to the cantrol-flow states 6 the workflow (or
sub-workflow) that the Manager Agent is cantrolling; each
state is asswated to a WFPattern which is activatedwhen
the state bcames actve. EMIP, MMIP, ad MTIP are
appositely defined through sequences of ACL messages
instances bthe ACLMessage class & JADE.

In the Pllowing sibsectim a hierachical WF Engine based

on AWEF and apable of enacting the WF Shemareported in

Figure 2is presered.

A. Ahierarchical WF Engine based on AWEF

The herarchcal workflow managenent is enabed by aset
of Manager Agents each bwhich enbodies a sib-schema of a
WF Schena acording to a hierarclical model. With refererce
to the WF Schema of Figure 2 the WF Engine ale to enact
swch aWF Shemais obtained through

1. The rpartitioning of the WF Schema into a set of
hieracchically arranged workflow schemas: WF Schena 1,
WF Schema 1.1, WF Shema 1.2 (see Figure 7);

2. The instantiaton of AWEF with regect tothe obtained
workflow schenes (see Figue 8 for the reslilting class
diagam).

Done?

SubManagerAgent2

Fig. 7. Partitiord WF Schera

With refererce to Figure 8a the EnacterAgent is linked to
the toplevel ManagerAgent which is, in turn, linked to the
TaskAgents related @ the WF Sctema 1, ard to the
SubManager Agentsland SubManagerAgents2 which cantrol
the WF Sclemas 11 ard 1.2 resgectively. Each
SubManagerAgent is, in turn, linked to the TaskAgents
ascciatedto its sclema

With refererce b Figures &-d eachManagerBehavior is
obtained by trarslating its assoiatedWF Schema in a setof
classes congsting of one InitialPseudoActivity, one a more
FinalPseudoActivity, and one or more WFPattern which are
appostely interconnected.
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Fig. 8. WF Engine class dagram (a) MA S structure; (b-d) behaviors d the Manager Agents (b-d)

V.CONCLUSIONS

This paper has described an Agent-based Workflow
Enactnent Framewak (AWEF) which canbe instantiatedon
the bass of a WF Schera for obtaining a sgecific WF Engine
which mainly corsists of a hiearchy of ManagerAgents.
Each ManagerAgent has in chaige the enactnent of a sub-
schena of the WF Sclema usedfor the ingartiation of AWEF
and exploits a set of TaskAgents for the execution of the
specifc workflow tasks as®ciated to itssub-schenma. This
MAS organization allows for the heraichical distribution of
the wakflow execution cortrol betweenthe Manager Agents
and for the dstibution of the conputation among the
TaskAgents. Due to thesefeatues AWEF corstitutesa basic
component for the canstruction of more flexible, efficient, and
robust Wakflow Enactment Sevices.

The JADE-basd implementation of AWEF has been
apdied to the dewlopment of a wokflow system for the
monitoring of distributed agro-indudrial productive processes.
The deweloped workflow systemis a conponent of a larger
sysem which was built in the contex of the M.ENTE
(Managenentof integatedENTErprise) project wtich ains at
deweloping a pervasive system for the control and
management of productive, organizationd, and business
proceses of companies working in the ago-aimentary
indwstry of Calabria. The current expeimentation of the
system provides sippat to a consortium of agro-industrial
greenhouses.

Efforts are curertly underway to develop an erectment
senice which is alle to adomatically instantiateAWEF on

the basis of WF Schemas defined in YAWL.
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