
Affect bursts to constrain the meaning of the
facial expressions of the humanoid robot Zeno

Bob R. Schadenberg, Dirk K. J. Heylen, and Vanessa Evers

Human-Media Interaction, University of Twente, Enschede, the Netherlands
{b.r.schadenberg, d.k.j.heylen, v.evers}@utwente.nl

Abstract. When a robot is used in an intervention for autistic children
to learn emotional skills, it is particularly important that the robot’s
facial expressions of emotion are well recognised. However, recognising
what emotion a robot is expressing, based solely on the robot’s facial
expressions, can be difficult. To improve the recognition rates, we added
affect bursts to a set of caricatured and more humanlike facial expres-
sions, using Robokind’s R25 Zeno robot. Twenty-eight typically develop-
ing children participated in this study. We found no significant difference
between the two sets of facial expressions. However, the addition of af-
fect bursts significantly improved the recognition rates of the emotions
by helping to constrain the meaning of facial expression.
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1 Introduction

The ability to recognise emotions is impaired in individuals with Autism Spec-
trum Condition [1], a neurodevelopmental condition characterised by difficulties
in social communication and interaction, and behaviour rigidity [2]. Recognising
emotions is central to success in social interaction [3], and due to impairment in
this skill, autistic individuals often fail to accurately interpret the dynamics of
social interaction. Learning to recognise the emotions of others may provide a
toehold for the development of more advanced emotion skills [4], and ultimately
improve social competence.

In the DE-ENIGMA project, we aim to develop a novel intervention for teach-
ing emotion recognition to autistic children with the help of a humanoid robot –
Robokind’s R25 model called Zeno. The intervention is targeted at autistic chil-
dren who do not recognise facial expressions, and who may first need to learn to
pay attention to faces and recognise the facial features. Many of these children
will have limited receptive language, and may have lower cognitive ability. The
use of a social robot in an intervention for autistic children is believed to improve
the interest of the children in the intervention and provide them with a more
understandable environment [5].

The emotions that can be modelled with Zeno’s expressive face can be dif-
ficult to recognise, even by typically developing individuals [6–8]. This can be



partly attributed to the limited degree’s of freedom of Zeno’s expressive face,
resulting in emotional facial expressions that may not be legible, but more im-
portantly because facial expressions are inherently ambiguous when they are not
embedded in a situational context [9]. Depending on the situational context, the
same facial expression can signal different emotions [10]. However, typically de-
veloping children start using the situational cues to interpret facial expression
consistently around the age of 8 or 9 [11]. Developmentally, the ability to use the
situational context is an advanced step in emotion recognition, whereas many
autistic children still need to learn the basic steps of emotion recognition. To this
end, we require a developmentally appropriate manner to constrain the mean-
ing of Zeno’s facial expressions during the initial steps of learning to recognise
emotions.

In the study reported in this paper, we investigate whether a multimodal
emotional expressions lead to a better recognition rates by typically developing
children than unimodal facial expressions. We tested two sets of facial expres-
sions, with and without non-verbal vocal expressions of emotion. One set of
facial expressions was designed by Salvador, Silver, and Mahoor [7], while the
other set is Zeno’s default facial expressions provided by Robokind. The lat-
ter are caricatures of human facial expressions, which we expect will be easier
to recognise than the more realistic humanlike facial expressions of Salvador et
al. [7]. Furthermore, we expect that the addition of non-verbal vocal expressions
of emotion will constrain the meaning of the facial expressions, making them
easier to recognise.

2 Related Work

Typically developing infants initially learn to discriminate the affect of another
through multimodal stimulation [12], which is one of the first steps in emo-
tion recognition. Discriminating between affective expressions through unimodal
stimulation develops afterwards. Multimodal stimulation is believed to be more
salient to young infants and therefore more easily draws their attention. In the
design of legible robotic facial expressions, mulitmodal expressions are often used
to improve recognition rates. Costa et al. [6] and Salvador et al. [7] added emo-
tional gestures to constrain the meaning of the facial expressions of the Zeno
R50 model, which has a face similar to the Zeno R25 model, and validated them
with typically developing individuals. The emotions joy, sadness, and surprise
seem to be well recognised by typically developing individuals, with recognition
rates of over 75%. However, the emotions anger, fear, and disgust were more
difficult to recognise with recognition rates ranging from 45% to the point of
guessing (17%). While the recognition rates improved by the addition of ges-
tures for Costa et al. [6], they showed a mixed result for Salvador et al. [7],
where the emotional gestures improved the recognition of some emotions and
decreased the recognition in others.

The ability of emotional gestures to help constrain the meaning of facial
expressions of emotions is dependent on the body design of the robot. Whereas



the Zeno R50 model can make bodily gestures that resemble humanlike gestures
fairly well, the Zeno R25 model is very limited in its bodily capabilities due to
the limited degrees of freedom in its body and the joints rotate differently from
human joints. This makes it particularly difficult to design body postures or
gestures that match humanlike expressions of emotion.

In addition to expressing emotions through facial expressions, bodily pos-
tures, or gestures, emotions are also expressed using vocal expressions [13]. In
human-human interaction, these vocal expressions of emotions can constrain the
meaning of facial expressions [14]. A specific type of vocal expressions of emotions
are affect bursts, which are defined as “short, emotional non-speech expressions,
comprising both clear non-speech sounds (e.g. laughter) and interjections with
a phonemic structure (e.g. “Wow!”), but excluding “verbal” interjections that
can occur as a different part of speech (like “Heaven!”, “No!”, etc.)” [15, p. 103].
When presented in isolation, affect bursts can be an effective means of conveying
an emotion [15,16].

3 Design Implementation

3.1 Facial expressions

In this study, we used Robokind’s R25 model of the child-like robot Zeno. The
main feature of this robot is its expressive face, which can be used to model
emotions. It has five degrees of freedom in its face, and two in its neck.

For the facial expressions (see figure 1), we used Zeno’s default facial expres-
sions provided by Robokind, and the facial expressions developed by Salvador et
al. [7], which we will refer to as the Denver facial expressions. The Denver facial
expressions have been modelled after the facial muscle movements underlying
human facial expressions of emotions, as defined by the Facial Action Coding
System [17], and contain the emotions joy, sadness, fear, anger, surprise, and
disgust. Although the Denver facial expressions have been designed for the Zeno
R50 model, the R25 has a similar face. Thus we did not have to alter the facial
expressions.

Zeno’s default facial expressions include joy, sadness, fear, anger, and sur-
prise, but not disgust. Compared to the Denver facial expressions, the default
facial expressions are caricatures of human facial expressions of emotion. Ad-
ditionally, the default expressions for fear and surprise also include a temporal
dimension. For fear, the eyes move back and forth from one side to the other,
and surprise contains eye blinks.

Both the Denver and default facial expressions last 4 seconds including a
ramp-up of 0.5 seconds and returning back to the neutral emotion in 0.5 seconds.
This leaves the participants with enough time to look at and interpret the facial
expression.



Fig. 1. Zeno’s default and Denver facial expressions for joy, sadness, anger, fear, sur-
prise, and disgust. The default facial expressions do not cover disgust.

3.2 Affect bursts

The affect bursts1 were expressed by an adult Dutch-speaking female actor. After
the initial briefing, the Denver facial expressions were shown to the actor to make
it easier for the actor to act being the robot. Furthermore, showing the facial
expressions provided the actor with the constraints posed by the expressions.
After each facial expression, the actor would express an affect burst that matches
the emotion and Zeno’s facial expression. The affect bursts were recorded using
the on-board microphone of a MacBook Pro Retina laptop and last 0.7 to 1.3
seconds. To improve the audio quality, the affect bursts were played through a
Philips BT2500 speaker placed on Zeno’s back.

1 https://goo.gl/ztbMxw



4 Methodology

4.1 Participants

The study took place during a school trip to the University of Twente where the
participants could freely choose in which of several experiments to participate.
The study took place in a large open room where each experiment was separated
by a room divider on two sides. Of the children who joined the school trip, 28
typically developing children (19 female, and 9 male) between the ages 9 and 12
(M = 10.1, SD = 0.9) participated in the experiment.

4.2 Research design

This study used a 2x2 mixed factorial design, where the set of facial expres-
sions is a within-subject variable and the addition of affect bursts a between-
subjects variable. The control (visual) condition consisted of 13 participants who
only saw the facial expressions. The 15 participants in the experimental (audio-
visual) condition saw the facial expressions combined with the corresponding
affect bursts. All participants saw both the Denver facial expressions and the
default facial expressions.

4.3 Procedure

The study started with the experimenter explaining the task and the goal of the
study. If there were no further questions, Zeno would start by introducing it-
self. Next, the experiment would start and Zeno would show one emotion, which
was randomly selected from either the default facial expressions or the Denver
facial expressions. After the animation, Zeno returned to a neutral expression.
We used a forced-choice format where the participant could choose between six
emoticons, each depicting one of the six emotions, and select the emoticon they
thought best represented Zeno’s emotion. The emoticons of the popular messag-
ing app WhatsApp were used for this task, to make the choices more concrete
and interesting to children [18]. The corresponding emotion was also written be-
low each emoticon. The same process was used for the remaining emotions, until
the participant evaluated each emotion. We utilised the robot-mediated inter-
viewing method [19] and had Zeno ask the participant three questions regarding
the experiment. These questions included the participant’s opinion on the ex-
periment, which emotion he or she thought was most difficult to recognise, and
whether Zeno could improve anything. Afterwards, the experimenters debriefed
the participant.

5 Results

To calculate the main effect of the addition of affect bursts, we aggregated the
emotions for the visual and for the audio-visual condition, and ran a chi-squared
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Fig. 2. Recognition rates of Denver and default set of facial expressions, excluding
disgust, for both conditions. The error bars represent the 95% confidence interval.

test which indicates a significant difference (χ2(1, N = 280) = 6.16, p = .01, φ =
.15). The addition of affect bursts to the facial expressions improved the overall
recognition rate of the emotions, as can be seen in figure 2. To calculate the main
effect of the two sets of facial expressions, we aggregated the emotions from both
sets and ran a chi-squared test. The difference was not significant (χ2(1, N =
280) = 0.16, p = .69). The emotion disgust is omitted from both chi-squared
tests, because only the Denver facial expressions covered this emotion.

5.1 Visual condition

Table 1 shows the confusion matrix for the facial expressions shown in isolation.
The mean recognition rate for Zeno’s default facial expressions was 66% (SD =
29%). The emotions joy and sadness were well recognised by the participants with
recognition rates of respectively 100% and 92%. Anger was recognised correctly
by eight participants (62%), but was confused with disgust by four participants.
Fear and surprise were both recognised correctly by five participants (38%).
Seven participants confused fear with surprise, and surprise was confused with
joy six times.

For the Denver facial expressions (M = 62%, SD = 25%) both anger and
joy had high recognition rates, respectively 100% and 85%. Whereas the default
facial expression for surprise was confused with joy, the Denver facial expression
for surprise was confused with fear instead. Vice versa, fear was confused with
surprise by seven participants. Surprise and fear were correctly recognised by
respectively 54% and 38%. The recognition rate for sadness was 46%, and four



Table 1. Perception of the facial expressions in isolation (n = 13).

Response

Stimulus % correct Joy Sadness Anger Fear Surprise Disgust

Default
Joy 100% 13 - - - - -
Sadness 92% - 12 - - - 1
Anger 62% - 1 8 - - 4
Fear 38% - - - 5 7 1
Surprise 38% 6 - - 1 5 1

Denver
Joy 100% 13 - - - - -
Sadness 46% - 6 1 1 1 4
Anger 85% - 1 11 - - 1
Fear 38% - - 1 5 7 -
Surprise 54% 1 - - 4 7 1
Disgust 46% - - 7 - - 6

Table 2. Perception of the facial expressions combined with affect bursts (n = 15).

Response

Stimulus % correct Joy Sadness Anger Fear Surprise Disgust

Default
Joy 100% 15 - - - - -
Sadness 87% - 13 - - - 2
Anger 87% - - 13 - - 2
Fear 80% - - - 12 3 -
Surprise 53% 5 - - 1 8 1

Denver
Joy 93% 14 - - - - 1
Sadness 73% - 11 - - 2 2
Anger 87% - - 13 1 - 1
Fear 47% - 1 - 7 7 -
Surprise 87% - - - 2 13 -
Disgust 80% - 2 1 - - 12

confused it with disgust. Lastly, seven participants confused disgust with anger.
The recognition rate for disgust was 46%.

5.2 Audio-visual condition

In the audio-visual condition, the facial expressions were combined with corre-
sponding affect bursts. With the exception of surprise, all default facial expres-
sions combined with affect bursts were recognised correctly 80% of the time or



more (see table 2). The mean recognition rate was 81% (SD = 17%). Surprise
was recognised correctly by eight participants (53%), and confused with joy by
five participants.

With the exception of fear, the Denver facial expressions combined with affect
bursts had high recognition rates ranging from 73% to 93%. Taken together, these
emotions had a mean recognition rate of 78% (SD = 17%). Fear was recognised
correctly by seven participants (47%), but was confused with surprise by seven
participants as well.

6 Discussion and Conclusion

In the study presented in this paper, we set out to determine whether affect
bursts can be used effectively to help constrain the meaning of Zeno’s facial
expressions. Compared to the facial expressions shown in isolation, the addition
of the affect bursts increased the recognition rates by 15% on average. This
constraining effect is well illustrated by the default facial expression for anger
and the Denver facial expression for disgust, which look very similar to each other
as can be seen in figure 1. The participants often confused these facial expressions
with either anger or disgust. However, with the addition of the affect bursts, the
participants were able to disambiguate the facial expressions.

Not all facial expressions were recognised well. The default facial expression
for surprise was not well recognised, neither with nor without the affect burst.
Surprise was often confused with joy, possibly because the facial expression also
use the corners of Zeno’s mouth to create a slight smile. Additionally, the Denver
facial expression for fear was often confused with surprise, regardless of the
addition of the affect burst. In human emotion recognition, fear and surprise
are also often confused (e.g., [20, 21]). While the affect burst for fear did help
constrain the meaning of the default facial expression of fear, it failed to do so
in combination with the Denver facial expression of fear. Salvador et al. [7] also
reported low recognition rates for the Denver facial expression of fear. However,
with the addition of an emotional gesture, they were able to greatly improve the
recognition rate of fear.

While we expected that caricatured default facial expressions of emotion
would be more easy to recognise than more humanlike Denver facial expressions,
we did not find such a difference. Nevertheless, there are differences between the
sets on specific facial expressions. Of the six emotions, only the facial expression
for joy was well recognised in both sets. As well as joy, the default facial expres-
sions for sadness was well recognised, along with the Denver facial expressions of
anger. The other facial expressions were ambiguous in their meaning and require
additional emotional information to be perceived correctly.

In light of an intervention that aims to teach autistic children how to recognise
emotions, there is also a downside to expressing emotions using two modalities.
The autistic children may rely solely on the affect bursts for recognising emotions,
and not look at Zeno’s facial expression. If this is the case, they will not learn
that a person’s face can also express emotions and how to recognise them. For



those children, additional effort is needed in the design of the intervention to
ensure that they do pay attention to Zeno’s facial expressions.

For future research, we aim to investigate whether the addition of affect
bursts also helps constrain the meaning of the facial expressions for autistic
children. While typically developing children can easily process multimodal in-
formation, it may be difficult for autistic children [22,23], which may reduce the
effect of the addition of the affect bursts found in our study. Conversely, Xavier
et al. [24] reported an improvement in the recognition of emotions when both
auditory and visual stimuli were presented.

While we found differences in recognition rates for specific facial expressions
between the default facial expressions and the Denver facial expressions, we did
not find an overall difference in recognition rate between these two sets of facial
expressions. We conclude that when Zeno’s facial expressions are presented in
isolation, the emotional meaning is not always clear, and additional information
is required to disambiguate the meaning of the facial expression. Affect bursts
can provide a developmentally appropriate manner to help constrain the meaning
of Zeno’s facial expressions, making them more easy to recognise.
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