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Abstract.

A formal graph system (FGS) is a logic programming system that di-
rectly manipulates graphs by dealing with term graph patterns instead
of terms of first-order predicate logic. In this paper, based on FGS, we
introduce a primitive formal ordered tree system (pFOTS) as a formal
system defining labelled ordered tree languages. A pFOTS program is
a finite set of graph rewriting rules. A logic program is well-known
to be suitable to represent background knowledge. The query learning
model is an established mathematical model of learning via queries in
computational learning theory. In this learning model, we show the ex-
act learnability of a pFOTS program consisting of one graph rewriting
rule and background knowledge defined with a pFOTS program using
a polynomial number of queries.

1 Introduction

Graph grammar (see [6]) has been applied to a wide range of fields including pattern recognition and image
analysis. Uchida et al. [10] introduced a framework called a formal graph system (FGS) as a graph grammar.
An FGS is a logic programming system that directly manipulates graphs by dealing with term graph patterns
instead of terms of first-order predicate logic.

Recently, many graph structured data become accessible on Internet. Graph structured data such as XML
files having tree structures are called tree structured data. Ordered tree can represent such graph data such as
XML files, glycan data and parsing structures of natural languages. In order to represent structural features
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from tree structured data, we propose an ordered term tree pattern [3, 9], which is a tree pattern t such that (i)
t has ordered tree structures, and (ii) t has some internal structured variables. A variable of an ordered term
tree pattern has a variable label and can be replaced with an arbitrary ordered tree by hyperedge replacement
according to the variable label. Computational learning theory is an important research area in inductive logic
programming and machine learning. In the computational learning theory, we showed in [9] that the class of
languages defined by ordered term tree patterns is polynomial time inductively inferable from positive data. The
query learning model is the exact learning model of Angluin [1], which is an established mathematical model
of learning via queries in computational learning theory. In this learning model, a learning algorithm accesses
oracles, which answer specific types of queries, and collects information about a target.

In this paper, based on FGS, we introduce a primitive formal ordered tree system (pFOTS) as a formal
system defining labelled ordered tree languages. A pFOTS program is a finite set of graph rewriting rules that
replace variables of ordered term tree patterns with specified ordered trees. A logic program is well-known to
be suitable to represent background knowledge. In this paper, we consider a pFOTS program to be background
knowledge. We propose a learning method of new graph rewriting rules under background knowledge defined by
a pFOTS program. In Fig.1, we give a pFOTS program ΓOT , graph rewriting rule α and language L(ΓOT ∪{α}, r)
defined using the pFOTS program ΓOT ∪ {α} and predicate symbol r as examples. In this paper, we propose
leaning methods which find the target graph rewriting rule α by given background knowledge ΓOT and the given
target language L(ΓOT ∪ {α}, r). Our learning methods use some operators based on the given pFOTS program.
Therefore, even if the given pFOTS program and the language are changed, our leaning algorithms will find the
target graph rewriting rule.

In this paper, we show that if background knowledge is given by a pFOTS program which has one predicate
symbol, then one graph rewriting rule is exactly learnable with one positive example and a polynomial number
of membership queries w.r.t. the size of the positive example. Moreover, we show the learnability of one graph
rewriting rule under pFOTS program having multiple predicate symbols as background knowledge.

For the learning of ordered tree languages, Suzuki et al. [9] showed that the class of languages defined by
ordered term tree patterns is polynomial time inductively inferable from positive data. Matsumoto et al. [4]
showed that finite unions of ordered term tree pattern languages are exactly learnable with a polynomial number
of queries. For the learning of graph grammars, Okada et al. [5] showed that some classes of graph pattern
languages defined by FGS are exactly learnable with a polynomial number of equivalence and restricted subset
queries. Shoudai et al. [8] showed that the regular FGS languages of bounded degree with the 1-finite context
property and bounded treewidth property are learnable from positive data and membership queries with current
distributional learning techniques [2].

This paper is organized as follows. In Sections 2, we introduce a primitive formal ordered tree system (pFOTS)
as a formal system defining ordered tree languages based on FGS [10]. In Section 3, we introduce the query
learning model [1] and consider the exact learnability of one graph rewriting rule under pFOTS program as
background knowledge in the query learning model. Moreover, we show the exact learnability of one graph
rewriting rule under pFOTS program having multiple predicate symbols as background knowledge. Finally, in
Section 4, we conclude this paper and discuss future work.

2 Primitive Formal Ordered Tree Systems (pFOTS)

Let Σ and Λ be finite alphabets whose elements are called node-labels and edge-labels, respectively. Let X be an
infinite alphabet whose element is called a variable label. We assume that Λ ∩X = ∅. A node- and edge-labelled
ordered tree t = (Vt, Et) over ⟨Σ,Λ ∪ X⟩ is an ordered tree that has a node-labelling function ψt : Vt → Σ and
an edge-labelling function φt : Et → Λ ∪ X . An edge labelled with a variable label in X is called a variable. For
any x ∈ X , o(t, x) denotes the number of variables in t labelled with x. A node- and edge-labelled ordered tree t
over ⟨Σ,Λ ∪ X⟩ is said to be a linear term tree pattern over ⟨Σ,Λ ∪ X⟩ if, for any x ∈ X , o(t, x) ≤ 1 holds. For
a node v ∈ Vt, except the root of t, and parent u ∈ Vt of v, the edge e between u and v is denoted as (u, v) if
φt(e) ∈ Λ and as ⟨u, v⟩ if φt(e) ∈ X , respectively. Hereafter, an edge of t means an edge whose label is in Λ. A
linear term tree pattern over ⟨Σ,Λ ∪ X⟩ with no variable is a node- and edge-labelled ordered tree over ⟨Σ,Λ⟩
and is simply called a tree over ⟨Σ,Λ⟩. The term OT denotes the set of all trees over ⟨Σ,Λ⟩. Hereafter, a linear
term tree pattern over ⟨Σ,Λ∪X⟩ is simply called a term tree pattern. A term tree pattern is said to be primitive
if it consists of two nodes and one variable between them.

Let f and g be term tree patterns with at least two nodes. Let σ = [u, v] be a pair of the root u and a leaf v of
g and x a variable label in X . The form x := [g, σ] is called a binding over ⟨Σ,Λ∪X⟩. A new term tree pattern,
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Fig. 1. A pFOTS program ΓOT, a graph rewriting rule α, and the labelled ordered tree language L(ΓOT ∪ {α}, r) defined
using pFOTS program ΓOT ∪ {α} and predicate symbol r. The symbol o over internal nodes indicates that nodes have
children in order shown with broken arrows. Variables denoted with squares each of which connects to two nodes ordered
by numbers on lines.

denoted as f{x := [g, σ]}, is obtained by applying the binding x := [g, σ] to f as follows. Let e = ⟨s, t⟩ be a variable
in f with the variable label x, i.e., φf (e) = x. Let g′ be a copy of g, and u′ and v′ be the nodes of g′ corresponding
to u and v of g, respectively. For e = ⟨s, t⟩, we attach g′ to f by removing e from f , then identifying s with u′ and t
with v′. For all internal nodes of f{x := [g, σ]} to have the ordered children, the children of s need to be reordered
(refer to [9]). A substitution θ is a finite set of bindings {x1 := [g1, σ1], x2 := [g2, σ2], . . . , xn := [gn, σn]}, where
xis are mutually distinct variable labels in X . For a term tree pattern f and a substitution θ, we denote the
term tree pattern obtained from f and θ denoted as fθ by applying all bindings in θ to f simultaneously. Let
Π be a set of unary predicate symbols. We assume that each predicate symbol p ∈ Π is assigned a pair of two
distinct two symbols in Σ. The pair is denoted as pointer(p). Let p be a unary predicate symbol in Π and t
a term tree pattern. An atom is an expression of the form p(t). Let A,B1, B2, . . . , Bn be atoms, where n ≥ 0.
A graph rewriting rule (rule) over ⟨Π,Σ,Λ ∪ X⟩ is a clause of the form A ← B1, B2, . . . , Bn. Atom A is called
the head and the right part B1, B2, . . . , Bn is called the body of the rule. If n = 0, the rule is called a fact. A
rule p(t)← q1(f1), q2(f2), . . . , qn(fn) is said to be primitive if the following conditions (1)–(3) hold: (1) if n ≥ 1,
fi are primitive term tree patterns over ⟨{a | a ∈ pointer(qi)},X⟩ for all i (1 ≤ i ≤ n), (2) if n = 0, t is a tree
over ⟨{a | a ∈ pointer(p)}, Λ⟩ consisting of two nodes and the edge between them; otherwise t is a term tree
pattern such that each symbol in pointer(p) appears in t, and (3) for any variable x ∈ X , o(t, x) = 1 if and only
if o(f1, x)+o(f2, x)+ · · ·+o(fn, x) = 1. For example, the rule α in Fig. 1 is primitive. The term pGRRdenotes the
set of all primitive rules over ⟨Π,Σ,Λ ∪ X⟩. For a rule α =‘p(t)← q1(f1), q2(f2), . . . , qn(fn)’, let Π

h(α) = {p}
and Πb(α) = {q1, q2, . . . , qn}. A finite set Γ of primitive rules is called a primitive formal ordered tree system
program (pFOTS program) if Γ has only one predicate symbol in Π. We give a pFOTS program ΓOT ∪ {α} in
Fig. 1 as an example. For an atom p(g), a rule A ← B1, . . . , Bn and a substitution θ, we define p(g)θ = p(gθ)
and (A← B1, . . . , Bn)θ = Aθ ← B1θ, . . . , Bnθ. Let Γ be a pFOTS program. The relation Γ ⊢ C for a rule C is
inductively defined as follows. (1) If C ∈ Γ , then Γ ⊢ C. (2) If Γ ⊢ C, then Γ ⊢ Cθ for any substitution θ. (3) If
Γ ⊢ A← B1, . . . , Bi, . . . , Bn and Γ ⊢ Bi ← C1, . . . , Cm, then Γ ⊢ A← B1, . . . , Bi−1, C1, . . . , Cm, Bi+1, . . . , Bn.
For a pFOTS program Γ and its predicate symbol p inΠ, L(Γ, p) denotes the subset {g ∈ OT | Γ ⊢ p(g)←} of OT .
We say that a subset L ⊆ OT is a pFOTS language if there exists a pFOTS program Γ and its predicate symbol
p such that L = L(Γ, p) holds. In Fig. 1, we give the pFOTS language L(ΓOT ∪{α}, r) defined by pFOTS program
ΓOT ∪ {α}.
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Algorithm 1 LEARNING pFOTS

Input: A tree t ∈ OT.
Output: A rule α ∈ pGRR(Γ, r) such that L(Γ ∪ {α}, r) = L(Γ ∪ {α∗}, q).
Assumption: A pFOTS Γ is known as BK. Predicate symbols r and q are in Π \Π(Γ ) and the target α∗ is in pGRR(Γ, q).
1: repeat
2: for all f ∈ {t′ ∈ OT | t ▷Γ t′} do
3: if MQ(f) = yes then t := f ; break; end if
4: end for
5: until t does not change;
6: f := t; n := 0;
7: for all edges ef in f do
8: Let µ be an edge label that is different from the edge label of ef ;
9: Let f ′ be a tree obtained from f by replacing ef with an edge labeled with µ;
10: if MQ(f ′) = yes then
11: n := n+ 1;
12: Replace the edge et of t that corresponds to ef with a new variable hn;
13: end if
14: end for
15: output α := r(t)← p(h1), p(h2), . . . , p(hn);
16: // We regard variable hi as a primitive term tree pattern consisting of hi (i = 1, . . . , n).

3 Learning of pFOTS via Queries

For a pFOTS program Γ , Πh(Γ ) =
∪

α∈Γ Π
h(α), Πb(Γ ) =

∪
α∈Γ Π

b(α) and Π(Γ ) = Πh(Γ ) ∪ Πb(Γ ). For a

predicate symbol r ∈ Π \ Π(Γ ), let pGRR(Γ, r) be the set of all primitive rules α such that Πh(α) = {r} and
Πb(α) ⊆ Πh(Γ ). We assume that our learning algorithm knows a fixed pFOTS program Γ , which is referred to
as BK, in advance as background knowledge. Then, we consider the learnability of the class {L(Γ ∪ {α}, r) | α ∈
pGRR(Γ, r)} via queries, where r ∈ Π \Π(Γ ). The rule α∗ denotes the rule in pGRR(Γ, q) to be identified, which
is called the target, where q ∈ Π \ Π(Γ ). Any tree in L(Γ ∪ {α∗}, q) is said to be a positive example. In the
query learning model [1], a learning algorithm can access oracles that will answer queries about the target α∗.
We consider the following three queries (let r, q ∈ Π \Π(Γ )). Membership query(MQ): The input is a tree
t ∈ OT . The output is yes if t ∈ L(Γ ∪ {α∗}, r); otherwise, no. Restricted subset query(rSQ): The input is a
rule α ∈ pGRR(Γ, r). The output of a restricted subset query is yes if L(Γ ∪ {α}, r) ⊆ L(Γ ∪ {α∗}, q); otherwise,
no. Equivalence query(EQ): The input is a rule α in pGRR(Γ, r). The output of an equivalence query is yes
if L(Γ ∪ {α}, r) = L(Γ ∪ {α∗}, q): otherwise, a tree, called a counterexample, in (L(Γ ∪ {α}, r)∪L(Γ ∪ {α∗}, q)) \
(L(Γ ∪ {α}, r) ∩ L(Γ ∪ {α∗}, q)). A learning algorithm A is said to exactly identify the target α∗ ∈ pGRR(Γ, q) if
A outputs a rule α ∈ pGRR(Γ, r) such that r ∈ Π \Π(Γ ) and L(Γ ∪ {α}, r) = L(Γ ∪ {α∗}, q). In the case that a
target is a finite subset of pGRR(Γ, r), the above queries and exact identifications are defined in a similar way.

Let Γ be a pFOTS program with Π(Γ ) = {p} and F(Γ ) denote the set of all facts in Γ . For a predicate
symbol r ∈ Π \ {p} and a rule α = ‘p(s)← p(s1), . . . , p(sn)’ ∈ Γ , let Trpr (α) = ‘r(s)← p(s1), . . . , p(sn)’. Let
f, g be trees and e = (u, v) an edge in f with φf (e) ∈ Λ. Let f ′ be the term tree pattern obtained from f by
changing the edge label φf (e) of e to a variable label x ∈ X , i.e., φf ′(e) = x. Then, we write g ▷e

Γ f if there
exists a substitution θ = {x := [t, σt]} such that the following three conditions hold: (1) f ′θ is isomorphic to g,
(2) t is in

∪
α∈W L(F(Γ ) ∪ {Trpr (α)}, r), where W = Γ \ F(Γ ), and (3) σt is the pair (u, v) of two nodes u, v of

t with (ψt(u), ψt(v)) = pointer(p). Moreover, we write g ▷Γ f if there exists an edge e in f such that g ▷e
Γ f

holds. By using Algorithm 1, denoted as LEARNING pFOTS, we have the following theorem.

Theorem 1. Let |Λ| ≥ 2,Γ be a fixed pFOTS program that is background knowledge with |Π(Γ )| = 1, and α∗ a
target primitive rule in pGRR(Γ, r), where r is a predicate symbol in Π \Π(Γ ). A primitive rule α ∈ pGRR(Γ, r′)
satisfying L(Γ ∪ {α}, r′) = L(Γ ∪ {α∗}, r) is exactly identified using O(n2) membership queries and one positive
example T ∈ L(Γ ∪ {α∗}, r), where n is the number of nodes in T .

A pFOTS program Γ satisfies PSI condition if for each predicate symbol p ∈ Π(Γ ), there exist two edge
labels a1, a2 ∈ Λ (a1 ̸= a2) such that P (a1) ∩ P (a2) = {p}, where P (a) = {q ∈ Π(Γ ) | ‘q(T ) ← ’ ∈
Γ s.t. T has the edge label a}. Given pFOTS program Γ1, . . . , ΓK (K ≥ 1) satisfies PSI condition as background
knowledge, we have the following corollary from Theorem 1.
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Table 1. Summary on learnability of pFOTSs

BK: ΓOT, BK: Γ , Target: rule α
Target: rule α |Π(Γ )| = 1 |Π(Γ )| ≥ 2

|Λ| = 1

PII [9]

Open

2 ≤ |Λ| <∞ OP & MQ
[This paper; Th. 1]

OP & MQ if Cond. PSI
holds [This paper; Cor. 1]

|Λ| =∞

BK: Γ1 ∪ · · · ∪ ΓK , Target: rules α1, . . . , αN ,
BK: none
Target: Γ

where |Π(Γk)| = 1 (1 ≤ k ≤ K) and
Π(Γi) ∩Π(Γj) = ∅ (1 ≤ i < j ≤ K)
K > 1, N = 1 K = 1, N > 1

|Λ| = 1
Open

ILPU & MQ if
Cond. 1 holds [8]

2 ≤ |Λ| <∞
OP & MQ if Cond. PSI
holds [This paper; Cor. 2]|Λ| =∞ EQ & rSQ [4, 5]

Corollary 1. Let Γ1, . . . , ΓK be fixed pFOTS programs such that
∪

1≤j≤K Γj satisfies PSI condition, |Λ| ≥ 2,
|Π(Γi)| = 1 for any i (1 ≤ i ≤ K) and Π(Γi) ∩ Π(Γj) = ∅ for any i, j (1 ≤ i < j ≤ K). Let α∗ be a target
primitive rule in pGRR(Γ1 ∪ · · · ∪ ΓK , r), where r is a predicate symbol in Π \

∪
1≤i≤K Π(Γi). A primitive rule

α ∈ pGRR(Γ1 ∪ · · · ∪ΓK , r
′) satisfying L(Γ1 ∪ · · · ∪ΓK ∪ {α}, r′) = L(Γ1 ∪ · · · ∪ΓK ∪ {α∗}, r) is exactly identified

using one positive example T ∈ L(Γ1 ∪ · · · ∪ΓK ∪{α∗}, r) and O(n2) membership queries, where n is the number
of nodes in T .

Next, given a pFOTS program having multiple predicate symbols and satisfying PSI condition as background
knowledge, from Theorem 1, we have the following corollary.

Corollary 2. Let Γ be a fixed pFOTS program such that Γ satisfies PSI condition, |Λ| ≥ 2 and |Π(Γ )| ≥ 2.
Let α∗ be a target primitive rule in pGRR(Γ, r) with r ∈ Π \Π(Γ ). A primitive rule α in pGRR(Γ, r′) satisfying
L(Γ ∪ {α}, r′) = L(Γ ∪ {α∗}, r) is exactly identified using one positive example T ∈ L(Γ ∪ {α∗}, r) and O(n2)
membership queries, where n is the number of nodes in T .

We can extend pFOTS programs to deal with the class of ordered tree languages in case of |Λ| =∞ by using
the special atom deciding whether or not the edge label is in Λ. Therefore, it is easy to see that Theorem 1 and
Corollaries 1 and 2 hold if |Λ| =∞.

We summarize related work and the results discussed in this paper in Table 1. The terms PII and ILPU stand
for the learning models “polynomial-time inductive inference from positive data” and “identification in the limit
by polynomial-time update from positive data,” respectively. The term OP means that the learning algorithm
in the result requires exactly one positive example. We say that a pFOTS program Γ satisfies the Condition 1
if Γ has the 1-finite context property with Chomsky normal form and bounded treewidth property [8].

4 Conclusions

We have introduced a primitive formal ordered tree system (pFOTS) as a formal system defining the ordered
tree languages based on FGS [10]. For a fixed pFOTS program Γ as background knowledge, we have shown the
exact learnability of tree languages defined using pFOTS programs Γ ∪ {α∗} such that α∗ is a target primitive
graph rewriting rule by using one positive example and a polynomial number of membership queries. For future
work, for a fixed pFOTS program as background knowledge that has only one edge label, we will consider the
exact learnability of tree languages defined by pFOTS programs using one positive example and membership
queries, and tree languages defined by pFOTS programs without background knowledge using other queries such
as equivalence queries, restricted subset queries, and predicate membership queries (see [1, 7]).
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