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Abstract. This paper shows one approach of the Universidade de Évora
for author profiling for PAN 2018. The approach mainly consists of us-
ing word vectors and LSTMs for gender classification. Using the PAN
2018 dataset, we achieved an accuracy of 67.60% for Arabic, 77.16% for
English, and 68.73% for Spanish gender classification.
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1 Introduction

Communication methods have changed rapidly in the recent years especially
with the rise of different social media platforms such as Facebook, Instagram,
and Twitter. Aside from exchanges in these social media platforms, there are also
platforms such as message boards, question answering sites, and recommendation
sites such as Reddit, Quora, Yelp, and Amazon that also make up activity online.

Fake profiles are one of the problems with these online communication mod-
els. Incomplete information in someone’s profile is also a problem. And thus,
analyzing the authorship is one way to take measures with this problem. One
component of analyzing the authorship of a text is profiling, may it be deter-
mining aspects such as age, gender, or personality.

Our work tries a method on gender author profiling in English, Spanish, and
Arabic with twitter text using long short term memory recurrent neural networks
and organized as follows: Section 2 covers related literature where it initially
discusses previous author profiling endeavors, then followed by methods in PAN,
followed by long short term memory recurrent neural networks in conjunction
with word vectors. Section 3 describes the author profiling task as well as the
dataset. Section 4 describes the methodology and results, beginning with the
creation of word2vec vectors, the model, details of the training and then how it
was evaluated. Section 5 gives the conclusion and recommendations.

2 Related Literature

Earlier works of author profiling were shown by Argamon et al. in [2] for gen-
der, age, native language, and personality classification. The work used various



content-based features such as the 1000 frequent words in the text with high
information gain. The work also used style-based features such as the nodes of
a taxonomic tree made from systemic functional linguistics [11].

Schler et al. in [33] provides another example of author profiling. It is still
centered on gender and age classification and it used stylistic and content fea-
tures. Parts-of-speech tags, function words, hyperlinks, and non-dictionary words
composed the stylistic features while word unigrams with high information gain
comprised the content features. These were the features were then used on a
Multi-Class Real Winnow for the classification.

2.1 PAN Editions

PAN is one of the initiatives at CLEF that has various tasks related to author
analysis. It has author identification, obfuscation, and profiling. The author pro-
filing task has been running since 2013, with different aspects to the task during
every year.

The focus for PAN 2013 [26] was age and gender profiling. The corpus used
then were blogs in Spanish and English. The focus was extended more sources
in PAN 2014 [26]. This edition had texts from blogs, reviews, twitter, and so-
cial media. The task was again expanded in PAN 2015 [28]. In that year, age
and gender classification was also accompanied with regression for personality
traits. The personality traits included extroversion, stability, agreeableness, con-
scientiousness, and openness. However, there was only a twitter corpus on four
languages - English, Spanish, Italian, and Dutch. The focus for PAN 2016 [29]
was cross-genre evaluation. The idea was to train models on tweets and test
them on blogs, reviews, and social media. The languages included during this
year were English, Spanish, and Dutch.

The focus for PAN 2017 [27] was on determining the author origin given
a specific text aside from gender classification. For instance, an English tweet
could come from an author from the US, UK, Canada, Ireland, New Zealand,
and Australia. A Portuguese tweet could be from Portugal or Brazil. An Arabic
tweet could be from Egypt, Gulf, Levantine, or Maghrebi. And a Spanish tweet
could be from Argentina, Chile, Colombia, Mexico, Peru, Spain, Venezuela.

Majority of the approaches is similar to Argamon et al. [2] and Schler et
al. [33] wherein features are content-based or stylistic-based. There are also other
features that are n-grams based or information retrieval based. The classifiers
used are also vary from the use of logistic regression, multinomial Näıve Bayes,
liblinear, random forests, Support Vector Machines, and decision tables.

Among some of the variations include Weren et al. [39] where the work also
used length features such as number of characters, words, sentences. Their ap-
proach also check for infomation retrieval features such as cosine similarity, as
well as readability features such as Flesch-Kincaid readability score. Marquardt
et al. in [17] also used a combination of content-based features (MRC, LIWC,
sentiments) and stylistic features (readability, html tags, spelling and grammati-
cal error, emoticons, total number of posts, number of capitalized letters number



of capitalized words). Maharjan et al. [16] used n-grams with stopwords, punc-
tuations, and emoticons. The work also included the idf count. Villena Román
et al. [38] used term vector model representation.

One of the more prominent approaches in the previous editions is that of
Lopez-Monroy et al. in [14]. It is prominent in the sense that it worked best for
most tasks in most editions. They placed second for both English and Spanish in
2013 where they used second order representation based on relationships between
documents and profiles. Another work that placed first for English in 2013 was
that of Meina et al. [19] while Santosh et al. in [32] worked well for Spanish.
The work of Meina et al. [19] used collocations while Santosh et al. [32] used
POS features. The work of Lopez-Monroy et al. in [15] gave the best result with
an average accuracy of 28.95% on all corpus-types and languages for PAN 2014.
They used the same method same method as the previous year [14].

The work of Alvarez-Carmona et al. [1] used second order profiles similar to
previous years. They used it in conjunction with LSA to get the best results on
English, Spanish, and Dutch for PAN 2015. The work of Gonzales-Gallardo et
al. [10] on the other hand, used character n-grams and POS n-grams that gave
the best result for Italian.

In 2016, there had been multiple comparisons since the test genre for the early
bird was different from that of the final evaluation, and there had been compar-
isons with the earlier years as well. However, looking at the final ranking, the top
3 are Busger et al. [23], Modaresi et al. [22], and Bilan et al. in [4]. Individually,
the work of Bougiatiotis and Krithara [5] is the top for English while the work
of Deneva et al. [9] is the top for Dutch, while Busger et al. [23] and Modaresi et
al. [22] are tied for Spanish. Busger et al. [23] used combinations of stylistic fea-
tures such as function words, parts-of-speech, emoticons, and punctuations signs.
The combined this with second order representation and trained their models
with SVM. Modaresi et al. [22] used a combination of lexical features with word
and character n-grams together with stylometric features as inputs to a logistic
regression classifier. Bilan et al. [4] used parts-of-speech, collocations, connective
words and various other stylometric features for its classification. Bougiatiotis
and Krithara [5] also used stylometric features with character n-grams and the
second order representation in conjunction with SVM.

In 2017, although there have been approaches that are more related to deep
learning such as RNN [8] and CNN [13], most of the top results were given
using SVMs [7]. For instance, the top result came from Basile et al. [3] who used
a combination of character and tf-idf n-grams to train an SVM. The second
result came from Martinc et al. [18] who used a combination of character, word,
and POS n-grams, emojis, sentiments, character flooding, and lists of words per
variety as features to a logistic regression classifier. The third best result done
by by Tellez et al. [36] also used an SVM.

2.2 LSTM and word vectors

Most of the previous approaches hinges on extracting predefined features such as
that for style and content. However, a recent trend is to use neural networks to



learn certain filters at run time and use the learned filters to generate a feature
representation suitable for classification. This approach need two things - word
vectors and the neural network architecture.

Word vectors or word embeddings are needed to be created to represent
words in a dictionary. These vectors capture some semantic relation between
the words and word2vec is one of the prominent vectors developed by Mikolov
in [20] [21]. To create the vectors, random numbers are initially used for words
from a dictionary of a corpus such as a Wikpedia dump. Then, by going through
the text in the corpus, a word’s vector representation is learned by predicting
using adjacent words. Getting the vector can be done through either skip grams
or continuous bag of words (CBOW). In CBOW, the word vector is predicted
given the context of adjacent words while it is the opposite in skip grams. The
context words are predicted given a word. The word vectors are then updated
after all the predictions are made.

Choosing an architecute comes next after creating word vectors. Among neu-
ral network architectures, recurrent neural networks are specifically good for se-
quences such as text since it uses the previous inputs along with the current
input for prediction. This can be shown in the simple recurrent network devel-
oped by Jeff Elman in the paper [8]. However, recurrent neural networks usually
suffer from vanishing gradient problem especially with long sequences. One way
this was dealt with was using long short term memory units which originally
proposed by Hochreiter and Schmidhuber in [12]. The idea was to make ana-
log gates that control which information could be stored and which information
could be used in remembered. This allowed the propagated errors to be more
constant and thus help with the vanishing gradient problem.

An example of using LSTM for classification is that of Rao and Spasojevic
in [30]. They used LSTMs for two different datasets - that of customer service and
that of political leaning. Their problem was to classify text as either actionable
or non-actionable in the domain of customer service, while classifying either
Republican or Democrat in terms of political leaning.

Another example is that of Tang et al. in [35] for document classification. In
their work, CNNs and LSTMs were used to learn sentence representations and
the results were encoded with a gated recurrent network. Their model was used
on reviews of IMDB and Yelp.

3 Methodology and Results

The figure 1 given below shows an overview description of the system from how
the dataset is manipulated before fed into the LSTM and how it is evaluated.
The details are described in the following subsections.

3.1 Dataset

In the current edition of PAN 2018 [34] for author profiling [25], the task is to
predict gender based on text, images, or both. The current dataset has 1500



Fig. 1. Illustration of the flow of the data from the split, to preprocessing, to feeding
to the network, and to the evaluation.

users for Arabic, and 3000 users each for English and Spanish. These are all
balanced with an equal number of male and female.

Each user has 100 tweets and 10 images. The images do not necessarily
contain an image of a person who is the user but an assorted number of images
the user has on the profile. The idea is to train a model to classify a user with
tweets alone, or images alone, or both. The model is then submitted to the TIRA
server [24] for evaluation over a held-out test set.

3.2 Pre-trained Vectors

Word embeddings were created from Wikipedia dumps. The February 05, 2016
wikipedia dump was used for English and Spanish. The English wikipedia dump
at that time was 11.8Gb compressed while the Spanish had 2.2Gb compressed.
The Arabic wikipedia dump was from March 20, 2018 with about 600Mb com-
pressed. These dumps were then extracted and transformed into lowercase and
entries are in one file. The word2vec implementation of gensim [31] was used
to generate our own vectors by using the wikipedia text as input. In terms of
word2vec parameters, no lemmatization was done, and the window size used
was 5. Skip grams instead of continuous bag of words was used as the method
to generate the vectors and finally the size of the embeddings chosen was 300.

3.3 Preprocessing

Before training the model, we prepared the training file. The training file was
done by preprocessing the XML files. Each user has one XML files and the tweets
were extracted to form one training example. The examples were all put to lower
case. No stop words are removed. Hash tags, numbers, mentions, shares, and
retweets were not processed or transformed to anything else. They were retained
as is and will correspond to another item in the dictionary of words. The test
set from TIRA were also processed in the same manner.



3.4 Model

We have a basic model for this experiment that is implemented in Keras [6] with
a Theano [37] backend ran on an NVIDIA Tesla K20c GPU. The model mainly
consists of an embedding layer, one LSTM layer, and one dense layer.

All words in the training set are turned into number indices that corresponds
to a word vector. Each training example will be represented by a sequence of
numbers. The sequence length will vary. The total number of indices in the
sequence is held at 64 and padding is done to ensure it. We then feed the sequence
into the system. Each number will be looked up in the embedding layer and
converted to a word vector according to the pre-trained word vectors previously
discussed. Then the word vectors passed to an LSTM layer with an output of 32,
a dropout value of 0.2, and a recurrent dropout value of 0.5. The output of the
LSTM layer is sent to a dense layer with 2 output units and a sigmoid activation
function.

Stochastic gradient descent over shuffled mini-batches with the Adam update
rule was used for training. Each mini-batch is had 4096 examples. The devel-
opment set is comprised of 20% of the training set. We also kept the number
of epochs to 200 and to provide for early stopping. We saved the best model
trained and used it for our test.

3.5 Evaluation

When the training finishes and the model is saved, we load the model from the
test file and apply it on the tweets per user. After getting a predictions for all
the tweets, we used the majority prediction as a final prediction for the user.

3.6 Results

We used the model on the full training set and predicted the gender. The con-
fusion matrix of the results are given in tables 1, 2, 3 for Arabic, English, and
Spanish respectively.

It gives an accuracy of 81.80% for Arabic, a misclassification rate of 18.20%.
It’s also 82.44% likely to be an actual male when it predicts males. It’s also
rougly similar for predicting females, which has 81.18% to be actually female.
English accuracy is 85.13%. The misclassification rate is about 14.87%. When it
predicts male, it is 86.55% likely to be actually male. When it predicts female, it
is 83.82% likely to predict female. Finally, Spanish accuracy is at 75.27% with a
misclassification rate of 24.73%. When it predicts male, it’s likely to be actually
male by 73.51%. When it predicts female, it’s likely to be actually female by
77.30%.

However, when this model was applied to the test set in the TIRA servers,
the results are lower than the given accuracies. The results of our approach are
in table 4. Comparing with the results from other contestants, our approach was
18th globally. We ranked 20 out of 23 for Arabic, 17 out of 23 for English, and 19
out of 23 for Spanish. The highest accuracy achieved for Arabic text was 0.8170,



English text was 0.8221, and Spanish text was 0.8200. The difference between
the accuracies are 14.1%, 5.05%, and 13.27% for Arabic, English, and Spanish
respectively. English has the closest gap. Perhaps it is also due to the word
vectors used. Since the word vectors used came from a bigger resource, 11.8Gb
against 2.2Gb and 600Mb of the other languages, it could have contributed to
better vectors that were used in the classification problem.

Predicted
Male Female

Male 606 144
Female 129 621

735 765

Table 1. Arabic confusion matrix over training set

Predicted
Male Female

Male 1248 252
Female 194 1306

1442 1558

Table 2. English confusion matrix over training set

Predicted
Male Female

Male 1185 315
Female 427 1073

1612 1388

Table 3. Spanish confusion matrix over training set

4 Conclusion and Recommendation

To summarize, we were able to use word vectors together with long short term
memory networks as for classification. Our approach is higher than 50% however



Accuracy

Arabic 0.6760
English 0.7716
Spanish 0.6873

Table 4. Accuracy results over the test set

it is among one of the lowest in terms of accuracy. We submitted a naive ap-
proach to LSTM and there are multiple parameters that still could be explored.
Aside from the breadth of hyperparameters, it would also be interesting to see
if using a vector for characters instead of words would be useful. This could be
an interesting direction since some of the past approaches to classification that
worked well has used character ngrams. Another approach could also be a way
to incorporate stylometric features to the model.
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Benno Stein. Overview of the 6th Author Profiling Task at PAN 2018: Multimodal
Gender Identification in Twitter. In Linda Cappellato, Nicola Ferro, Jian-Yun Nie,
and Laure Soulier, editors, Working Notes Papers of the CLEF 2018 Evaluation
Labs, CEUR Workshop Proceedings. CLEF and CEUR-WS.org, September 2018.

26. Francisco Rangel, Paolo Rosso, Moshe Moshe Koppel, Efstathios Stamatatos, and
Giacomo Inches. Overview of the author profiling task at pan 2013. In CLEF
Conference on Multilingual and Multimodal Information Access Evaluation, pages
352–365. CELCT, 2013.

27. Francisco Rangel, Paolo Rosso, Martin Potthast, and Benno Stein. Overview of the
5th author profiling task at pan 2017: Gender and language variety identification
in twitter. Working Notes Papers of the CLEF, 2017.



28. Francisco Rangel, Paolo Rosso, Martin Potthast, Benno Stein, and Walter Daele-
mans. Overview of the 3nd author profiling task at pan 2015. In L Cappellato,
N Ferro, J Gareth, and E San Juan, editors, CLEF 2015 Labs and Workshops,
Notebook Papers, volume 1391, 2015.

29. Francisco Rangel, Paolo Rosso, Ben Verhoeven, Walter Daelemans, Martin Pottast,
and Benno Stein. Overview of the 4th Author Profiling Task at PAN 2016. In
Krisztian Balog, Linda Cappellato, Nicola Ferro, and Craig Macdonald, editors,
Working Notes Papers of the CLEF 2015 Evaluation Labs, volume 1609 of CEUR
Workshop Proceedings, pages 750–784. CLEF and CEUR-WS.org, September 2016.

30. Adithya Rao and Nemanja Spasojevic. Actionable and political text classification
using word embeddings and lstm. arXiv preprint arXiv:1607.02501, 2016.
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