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Abstract Social media data allows researchers to establish relationships between
everyday language and people’s sociodemographic variables, such as gender,
age, language variety or personality. Author Profiling studies the common use
of language inside those demographic groups. This work describes our proposed
method for the PAN 2018 Author Profiling shared task. This year’s task consisted
of evaluating gender using multimodal information (text and images) which was
extracted from Twitter users. We trained separate models for text, image and mul-
timodal approaches. In multimodal approaches we explored early, late and hybrid
approaches. We found experimentally that early approaches obtained the best per-
formance. We obtained 0.80,0.74 and 0.81 of accuracy in the multimodal sce-
nario for the test partition for English, Spanish and Arabic respectively.

1 Introduction

Nowadays, there is a large amount of information generated by users on various so-
cial networks. Facebook, Twitter, Instagram, among others generate a high amount of
information in which users write their opinion about a topic, upload a photo about a
relevant topic to them or simply record a video of what they are doing at that moment.
Key applications can be derived from the generation of automatic analysis methods,
which can handle properly the multimodal nature of social media information. Due
to the increasing amount of social media information, several tasks for social media
automatic analysis have acquired a greater importance. One of those tasks is Author
Profiling (AP). AP can be seen as the study of the use of language in different demo-
graphic groups (profiles). For instance, gender-based profiles [3], age-based [22], native
country-based [20], among others. Gender detection is one of the most popular subtask
in Author Profiling [11, 22, 4, 8, 16, 13, 15, 18]. However, most of the work in AP
has been devoted to the use of texts for categorizing correctly the profile of an author.
Gender identification based on the images that an user posts in his/her social media is a
task that has been gaining interest [6, 23, 30, 27]. Most of these works take the images
of a social media user, extract the visual concepts, for instance, if a bag is present in
the image and finally associate the presence of this concepts to the gender of the user
(profile). Shigenaka et al. [23] interestingly propose a neural architecture which learns a
proper representation for the images while associates it with the visual concepts which
are extracted from the images.



1.1 Information fusion

Information fusion considers the problem of merging correctly two different represen-
tations of the same concept [5, 7].Atrey et al. [5] considers three levels of information
fusion: feature level or early fusion, decision level or late fusion, and hybrid approaches.
For this work, feature level consists of extracting text and visual representations and
combining them into a single learning method. These combinations ignore the intrinsic
correlation between modalities [17]. Decision level consists of combining the output
decisions of previously learned classifiers for each modality. Hybrid approaches consist
of methods that create a joint space for representing the different modalities of a con-
cept, for instance for solving image captioning tasks [26, 28]. Multimodal approaches
for Author Profiling have been considered by [1, 14, 25]. Alvarez-Carmona et al. [1]
extend the PAN AP 2014 corpus by extracting a large set of tweets and images from
the original users of this corpus. While their fusion strategy consists of an early fu-
sion of text and image features. Taniguchi et al. [25] propose a hybrid fusion strategy,
where visual concepts are extracted using a CNN, but each concept has a probability
of being associated to a dimension of the profile (male or female). Text representation
is extracted as the probability of a document to belong to a female user or a male user.
At the very end, all the probabilities are concatenated and fed to a logistic regression
classifier. It is worth to mention that these approaches are very recent and AP using
multimodal strategies is becoming a very important topic in the scientific community.

1.2 PAN Author Profiling 2018 Shared Task

PAN-AP 2018 shared task consisted of classifying correctly the gender of an user of
Twitter [19]. Two modalities were considered for representing an user: text and image.
For each user, 100 tweets and 10 posted images were extracted. Also, users were se-
lected from different languages: English, Spanish and Arabic. 1500 users were collected
for the Arabic split, while 3000 users were collected separately for English and 3000
users for Spanish.

2 Methodology

In this section, we describe our submission to the PAN-AP 2018 shared task. Each sub-
section in this methodology describes the preprocessing, the feature extraction process
and the learning algorithm used to classify an author as male or female.

2.1 Text representation

Twitter text representation strategies were explored at two levels. At the first level, sev-
eral preprocessing strategies were considered: removing URLs, removing stopwords,
lowercasing tweets, filtering retweets, usernames, hashtags and stripping of accents.
Then, these main representations were explored:



— Bag-of-Words using unigrams (WORD_UNI): BoW representation is built using
only unigrams with higher document frequency than 10 documents. Preprocessing
steps for unigrams were URL removal, lowercasing, retweet filtering, usernames
filtering, stopwords removal and accent striping.

— Bag-of-Words using bigrams (WORD_BI): Word bigrams with a higher document
frequency than 10 documents were extracted from the training corpora. Preprocess-
ing steps were the same as WORD_UNI, but stopwords were not removed.

— Bag-of-Words using character n-grams (CHAR): N-grams of characters were ex-
tracted using Scikit-Learn. 2-grams, 3-grams and 4-grams were used for represent-
ing stylistic features from the documents. Only preprocessing steps were: URL
removal, hashtag and usernames filtering.

— Concatenation of all bag of words representations (ALL_BOW): WORD_UNI,
WORD_BI and CHAR representations are concatenated.

— Average of fastText representations (AVG_FAST): Each word of each document
was represented using a pretrained model of fastText [10]. Then, each author was
represented by the feature-wise average of the word embeddings extracted from
each fastText model. For each language a separate model was used.

2.2 Visual representation

Extracting visual features from a set of images is not an easy task. In the recent years,
Convolutional Neural Networks (CNN) have gained a lot of attention by their compet-
itive performance for several computer vision tasks. CNNs are built upon the idea of
building high-level features using a compositional hierarchy of low-level features [12].
This means, first layers are expected to capture low-level patterns like edges, while
higher layers are expected to learn domain specific features, which combine properly
the low-level features. In image classification, the last layer of a CNN is commonly
a SoftMax Layer with a size depending on the number of classes that it attempts to
predict. Deep learning models like CNNs require a large amount of data for training,
however they present two additional advantages: they can capture a pattern regardless
of its location in the image, and the learned patterns can be transferred to solve a related
image classification task. As described by Yosinski et al. [29], we can use the activation
values of pre-trained CNNs for extracting features in images that belong to different
classification domains. Since 2012, CNNs have been the state-of-the-art methods for
image recognition tasks. In this work, we use two CNN architectures: VGG [24] and
ResNet50 [9]. Both had a top performance in the ImageNet Large Scale Visual Recog-
nition Challenge [21] during 2014 and 2015. Both VGG and ResNet50 are easy to use
in Keras, so they were chosen as feature extractors:

— ResNet50: Receives a RGB image of size 224 x 224 and produces an output of
2048 non-negative values.

— VGG16: Receives a RGB image of size 224 x 224 and produces an output of 4096
non-negative values.

Before any image is fed to the network, they are scaled without losing their as-
pect ratio. Both networks produce non-negative features. For representing an author, all



his/her images were propagated through the network and the resulting feature vectors
are averaged across each feature. This means, every author is represented by a vector of
size 2048 or 4096, depending on the feature extractor.

2.3 Multimodal representation

As stated in Section 1, information fusion strategies can be categorized into: early fusion
or feature fusion, late fusion or decision fusion, and hybrid approaches. In this work, we
use one implementation of each category in order to assess the best strategy for fusing
both modalities:

Supervised
Task

Document
representation

Figure 1. Methodology describing our approach to multimedia author profiling. Tweets from
one author are gathered, then multimodal information is extracted from his/her tweets. Image
representation is extracting using an average VGG16/ResNet50, while textual representation is
built using bag representation. Finally, a multimodal representation is learned using GMUSs.

— Early Fusion (CONCAT): Best features from each modality (text and image) are
stored, then each feature is scaled so it has zero mean and standard deviation of
one. Finally a classifier is trained on top of these standardized features.

— Late Fusion (VOTING): The best classifiers from each modality are stores us-
ing joblib library. This includes storing Scikit-Learn pipelines of transformation
of data. Then, image and text are propagated through their respective classifier.
Finally, the output probabilities are averaged and the max value is chosen as the
predicted class.

— Hybrid Fusion (GMU): For each language, a GMU [2] is trained using the best
features per modality. Training split was divided again in training and development
splits. The development split was used for validating the hyperparameters of the
GMU. GMUs have the advantage of learning a a multimodal representation, while
attempting to solve a supervised task (gender prediction). In Figure 1, we describe
the methodology of our multimodal approach. Also, the best features in the textual
modality had a large dimensionality, therefore a PCA was applied to retain th 99$
of variance.



3 Experiments and Results

For each language, the dataset was split into training and validation. 70% of the dataset
was used for training and the remainder for validation. When the best performing fea-
tures were extracted, a model was trained again using the complete dataset. The code
for extracting the features was saved using joblib and was deployed in the TIRA evalua-
tion system, where the evaluation on the test split was carried on. For the text modality,
the following results were obtained using the proposed features.

Table 1. Results on validation for gender task using only the text modality

Text Features|English|Spanish Arabic
WORD_UNI (0.79  {0.79 0.55
WORD_BI [0.79 |0.73 0.54
CHAR 0.81 [0.76 0.79
AVG_FAST (0.70  |0.68
ALL_BOW [0.81 [0.78 0.74

Table 2. Results on validation for gender task using only the image modality

Visual Features|English Spanish|Arabic
ResNet50 0.78 10.77 0.7
VGG16 0.75 0.7 0.7

Table 3. Results on validation for gender task using multimodal approaches

Multimodal Approaches|English|Spanish|Arabic
CONCAT 0.82 [0.80 0.79
VOTING 080 [0.75 0.78
GMU 0.81 [0.77 0.79

4 Discussion and Conclusion

Character n-grams worked very well for identifying gender on English and Arabic, as
can be seen on Table 1. While for Spanish, the word unigrams worked better. In the
image modality, ResNet50 outperformed VGG16 as a feature extractor as can be seen
on Table 2. However the strategy for combining the extracted features of the images of
one author consisted only of a feature-wise average.



One of the main motivations of the work, was to learn a multimodal representation
using GMUs. Strong regularization using dropout and batch normalization per modality
was used for training GMUSs. Although for the case of English, only 2100 samples were
fed to the GMU. While for Arabic, the number of samples decreased to 1050. Although
we used strong regularization, our model overfitted quickly. In Table 3 we showed that
early fusion approaches obtained the best results for the multimodal task.

Future work involves improving the way that image representations are extracted
and combined. Taniguchi et al. [25] provide a very good strategy for extracting visual
information from the posted images. Also, we are interested in applying successfully
GMU:s to the Author Profiling task.
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