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Abstract. In this paper we present our methods and their results on
the CL-SciSumm tasks of 2018. In this round, for Task 1A, we tried deep
learning methods, a variation of the Positional Language Model and also
our methods from BIRNDL 2017. The results show that the deep learning
method outperforms the positional language model method and TFIDF
method from BRINDL 2017 yields the best F1 score. For Task 1B, we
used rule-based methods and classifiers.

1 Introduction

Constructing summaries of scientific papers is useful for combating the expo-
nential growth of scientific research. Automatic summarization of news articles
is a well-studied problem [1, 3, 17], but scientific paper summarization has been
relatively less studied. In [1], researchers showed that, for scientific papers, it
is possible to beat the baselines in a statistically significant way. On the other
hand, for news articles, this is quite difficult to achieve.

The CL-SciSumm series of shared tasks has been organized to give a boost to
summarization of scientific research. The emphasis of these tasks is to construct
a summary of a scientific paper based on the citations of the paper. The idea is
that the citations of the paper represent the impact it has had and could therefore
be used to generate a potentially more interesting and useful summary.

The CL-SciSumm series has three tasks [6]. In Task 1A, given a scientific
paper P (called “reference document”) and a citance c of P , the goal is to
retrieve the most relevant sentences from P considering c as a query. These
sentences are called the reference span of c, In Task 1B, the goal is to classify
the reference span into one of five-predefined categories: method, aim, etc. In
Task 2, the goal is to construct a summary of P based on the reference spans
corresponding to all the citances of P .

This year we participated in the first two tasks, Tasks 1A and 1B. Our
methods for Task 1A were: a sentence similarity method using Siamese Deep
Learning Networks [16] and a Positional Language Model approach [12]. For
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Task 1B, we have the same method we employed last year, which includes a
Rule-based method augmented by WordNet expansion; a Machine learning based
method using four classifiers: SVMs, Random Forests, Decision Trees, and Multi-
layer Perceptron; and an ensemble method: AdaBoost. TF-IDF features are used
to train all classifiers.

2 Related Work

The CL-SciSumm series of tasks has led to several submissions by researchers
from all over the world, and follow-ups and works by other researchers. We briefly
summarize the most directly related works here and refer the reader to [11, 15,
8] for other related works. Most of the baseline algorithms used in this paper for
Task 1A have been described in [11] and [8].

To our knowledge, no one else has tried positional language models for Task
1A. Positional Language Modeling along with textual entailment and Structural
Correspondence Learning were used for reference span extraction by [8]. [13]
used similarity measures like LDA similarity, TF-IDF similarity along with po-
sition based features for reference span extraction; while [2] used a query based
approach where each citance can be used to extract related reference spans from
the text. For more details, we refer the authors to [5].

Deep learning for citance-based summarization has been tried very recently
in [7]. The researchers extracted and combine several classes of features like
similarity based lexical measures from reference sentences as well as citances
(word overlap, ROUGE measures, TF-IDF Similarity, etc.) and Word2Vec and
WordNet-based similarity attributes. The features also included surface level fea-
tures such as count of words, characters and numbers extracted from reference
sentences. The feature engineering process was used to train two ensemble boost-
ing algorithm based classifiers and a convolutional neural network (CNN). Their
experiments combine datasets across the CL-SciSumm competitions [6] and they
report good results with the CNN algorithm. Siamese Networks have been com-
monly used for detecting similarity between short pairs of sentences [16].

3 Dataset

The dataset is available as part of the CL-SciSumm 2018 Shared Task.3 The
training corpus consists of 40 scientific papers from the computational linguistics
field, and the test set consists of 10 papers from the same domain.

4 Task 1A Methods

In order to find the most relevant sentences of a reference document correspond-
ing to a citance – the main goal of Task 1A [6] – different approaches, such as

3 https://github.com/WING-NUS/scisumm-corpus
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machine learning, information retrieval, etc., can be employed. We have used
several different methods and a couple of baselines for this task. We describe
these methods and our preliminary results below.

4.1 Baselines

Our first baseline is TF-IDF. We first convert each sentence into a boolean
unigram and bigram vector. If an n-gram is present, then its dimension contains
the value 1; if the n-gram is absent, the value 0. We then reweigh the value of each
n-gram according to its document-wide TF-IDF score, where IDF is calculated
considering each sentence as a document. N-grams that appear in few sentences
have greater weight because they are better at distinguishing between sentences.
N-grams that appear in many sentences have lesser weight because they do not
help us narrow down the sentence candidates as much. We then calculate the
cosine similarity between the citance’s vector and that of each sentence.

Our second baseline is word embeddings [14]. We use embeddings trained on
the ACL Anthology.4 For every sentence we convert each word into its corre-
sponding embedding vector. Note that each sentence is now a bag of word em-
beddings. To determine the similarity between two sentences, we use the Word
Mover’s Distance [10] (also known as optimal transport). This metric essentially
looks for the minimal distance necessary to move all vectors such that, in the
end, every vector from one sentence overlaps a vector from the other sentence.

No matter which baseline, if a citance is composed of more than one sentence,
we regard it as a single, long sentence. Since each baseline scores every sentence,
we sort them and pick the top 3 sentences as our choice of reference span. For a
discussion of the preprocessing steps we undertake and further details, we refer
the reader to [17].

4.2 Deep Learning with Siamese Networks

We use a Siamese network-based framework [16] to model the semantic similarity
between the citance and reference span. A Siamese network architecture consists
of two or more sub-networks which together are used to learn the underlying
semantic similarity between a given pair of sentences. For the purpose of Task
1A, we use a Siamese Network to model the nature of semantic similarity that
exists between a citance and its reference span. Such a network, also tries to
capture the dissimilarity between a citance and unrelated or irrelevant reference
sentences from the given reference document.

For the architecture, we use Long Short Term Memory (LSTM) [4] Units to
learn the dependencies across the textual pairs. The set of sentences extracted
from the reference document have been filtered to only sentences of length 15
to 70 words. We also preprocess the reference sentences to remove non-ASCII
characters and text between parentheses. The citance and reference pairs are con-
verted to word embeddings using Word2Vec model on GoogleNews pre-trained

4 http://aclweb.org/anthology/
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word embeddings. For generating a pair from the annotated data provided, for
every citance we select the annotated reference span. If a citance has more than
one reference sentence in the span, we create separate pairs for each sentence
with the citance.

We observed that assigning rigid labels of 0s and 1s to citance and refer-
ence sentence pairs lead to multiple misclassified instances. Therefore, instead
of binary labels, we assign cosine similarity values as normalized scores ranging
between 0 to 1 – for a given citance, the extracted reference spans from the anno-
tated files are assigned a 1. For other citance-reference sentence pairs, we assign
the similarity score. The Siamese network thus behaves as a regression model as
it identifies semantically similar pairs of citance and reference sentences.

The proposed architecture has two bidirectional LSTM sub-networks with
50 hidden units each. We also add a dropout layer and densely connected out-
put layer to each sub-network. We use the mean square error for calculating
the training loss along with the AdaDelta [18] optimization function. The final
similarity measure is the Manhattan similarity measure given by the following
equation:

Ma Sim = exp(−||Outleft −Outright||1)

The LSTM network acts as an encoder to generate the semantic meaning
between the given citance and reference sentence pair. The exponent of the
negative of the absolute distance between the encoded LSTM outputs is used
to calculate the Manhattan similarity between the sentences of the given pair.
The Siamese architecture implemented for this Task iA based on the system
described in [16].

The proposed Siamese Networks are trained on 35 documents from the train-
ing documents provided by the organizers5. We select the remaining 5 documents
as our validation data set. In Table 1a, we present the precision, recall and
F1-score values observed using two models trained for 1 epoch and 5 epochs
respectively.

4.3 Positional Language Model

Positional language model is one of our approaches to solve the problem of Task
1A. In this approach, we transform the problem to identification of the best
position in the reference document which relates to the citance based on the
positional distribution of words in the reference document, i.e. PLM (positional
language model). The PLM approach [12] utilizes the proximity information of
words in documents to retrieve better results in response to query. For problem
1A, reference documents are considered as documents and citances as queries. In
the PLM approach, a separate language model is constructed for each position
of words in the document. The PLM of document d at position i is estimated as
follows:

5 https://github.com/WING-NUS/scisumm-corpus
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p(w|d, i) =
c
′
(w, i)∑

w′ εV c′(w′ , i)
,

wherein V denotes the vocabulary and c
′
(w, i) is the propagated count of word

w at position i from all of its occurrences in the document.
The PLM approach is based on the assumption that the occurrence of each

word at each position of the document can be propagated to other positions
within the same document using a density function. The density function assigns
higher propagation weights to terms that are closer to the position in the PLM.
By having the PLMs for all of the positions in the document, a position-specific
retrieval score can be computed for each position in the document in response
to the query. This position-specific retrieval score is obtained by computing the
similarity between the language model of the query and the PLM of that position
using KL-divergence formula [9]. Therefore, if a citance includes more than one
sentence, all of the citance’s sentences impact the language model of the query
simultaneously.

The position-specific retrieval scores can be used to compute an overall re-
trieval score for the document through different strategies. For instance, using
best position strategy, the final retrieval score of the document is the score of
its best matching position. In PLM method for task 1A, in order to find top N
retrieval results from reference documents in response to each citance as query,
two approaches are used: in the first approach, N most relevant sentences of the
reference document that have highest retrieval scores based on their PLMs are
returned as results. In the second approach, the best position in the reference
document is selected as the top result and the rest of N results are chosen from
its adjacent sentences. For both approaches, the PLM implementation released
by the authors of [12] is used.

5 Task 1B Methods

For Task 1B, we applied our previous methods proposed in [8] on the 2018
datasets. The methods include a rule-based method, which is basically a comparison-
based method augmented by WordNet expansion and a classification method.
More details are available in [8].

6 Evaluation

The results of all four methods for Task 1A on training set 2018 are reported in
Table 1a. We observe that the variation of PLM reported in this paper outper-
forms our previous variants of PLM reported in [8]. Both baselines outperform
the deep learning and PLM approaches, which is a bit surprising. Perhaps, more
feature engineering is required for these tasks. Although the baselines fare bet-
ter in terms of F1 score, the Siamese Networks have a substantial advantage in
terms of recall.
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Method Prec Recall F1

PLM 5.33 17.32 8.16

PLM-FWBW 3.66 11.89 5.60

Siamese-1E 5.00 71.00 9.34

Siamese-5E 4.50 35.00 7.97

TF-IDF 10.09 19.65 13.33

WordEmbed 10.00 19.48 13.22

(a) Scores (%) for Task 1A.

Method Prec Recall F1

Rule based-V1 32.80 30.53 31.62

Rule based-V2 60.55 56.36 58.38

Rule based-V3 69.98 65.14 67.47

Method only 74.90 69.71 72.21

SVM 72.60 67.51 69.93

Random Forest 65.68 61.79 63.62

Decision Tree 50.70 54.08 52.23

MLP 63.09 59.44 61.17

Adaboost 52.72 54.73 53.61

(b) Scores (%) for Task 1B.

Table 1: Results on Training Set 2018

The results of Task 1B methods on training set 2018 are reported in Table 1b.
For the classification methods, 10-fold cross-validated results are reported, the
value of C in SVM is set to 0.02 and the MLP classifier used consists of three
layers with 100, 50 and 20 nodes in the first, second and third layers, respectively.

7 Conclusion and Future Work

In this paper, we have presented our methods and preliminary results for Tasks
1A and 1B of the CL-SciSumm 2018 shared task. A lot more work can be done in
terms of feature engineering. In addition, figuring out why some methods favor
recall to the detriment of precision could help us in forming stronger ensembles.
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