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Abstract. In multimedia classification, the background is usually con-
sidered an unwanted part of input data and is often modeled only to be
removed in later processing. Contrary to that, we believe that a back-
ground model (i.e., the scene in which the picture or video shot is taken)
should be included as an essential feature for both indexing and follow-
up content processing. Information about image background, however,
is not usually the main target in the labeling process and the number of
annotated samples is very limited.
Therefore, we propose to use a combination of semi-supervised and active
learning to improve the performance of our scene classifier, specifically
a combination of self-training with uncertainty sampling. As a result,
we utilize a combination of statistical features extractor, a feed-forward
neural network and support vector machine classifier, which consistently
achieves higher accuracy on less diverse data. With the proposed ap-
proach, we are currently able to achieve precision over 80% on a dataset
trained on a single series of a popular TV show.

Keywords: video data, scene classification, semi-supervised learning,
active learning, colour statistics, feedforward neural networks

1 Introduction

Automatic multimedia content labeling is still a comparatively difficult domain
for machine learning. High input data dimensionality requires large training data
sets, especially for approaches that are designed without prior assumptions on
the data properties.

Moreover, the increasing resolution of image sensors brings higher detail (and
thus, at least in theory, more information), but poses a significant issue for
training phases of virtually all machine learning algorithms.

Many approaches, therefore, have to introduce a trade-off concerning the
number of involved parameters, the number of distinct output labels (classes)
[26] and the resolution of the input imagery [7]. Alternatively, they have to use
only the statistical properties of the input data (as [3] and many others).
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We also need to tackle the limitation on the amount of labeled training data.
Recent trends in video content processing include a task usually called Video

to Text. The primary objective of such processing is to take multimedia content
and describe its main features in a human-comprehensible text. Such representa-
tion may contain gathered information on the scene, actors, objects and actions
in which they are involved. Such as the single image description “baseball player
is throwing ball in game,” as presented in [12].

Current approaches, however, commonly omit the information concerning
the visual appearance of the background in complex multimedia content – even
though such information might provide substantial contextual information for
the object detection and event description itself. Approaches that use neural net-
works are mostly data-driven and require large amounts of data to adapt to each
selected class. This requirement is, however, seldom met in smaller multimedia
collections, such as home video, university lecture recordings, movie studios or
corporate media databases.

We also want to reflect that a particular scene can be recalled by a human
from a couple of static frames. Therefore, manual scene labeling is a relatively
easy task as opposed to event labeling that may need the full video sequence
or object labeling that commonly requires drawing a bounding box around the
annotated object.

To use the limited human involvement in scene labeling as efficiently as possi-
ble, we employ semi-supervised learning to allow making use of unlabeled data,
which are substantially easier to obtain, whereas simultaneously selecting the
data for annotation using active learning methods.

The rest of this paper is organized as follows: In Section 2, we briefly sum-
marize the state of the art in scene classification in the context of single images
without significant obstruction by foreground objects, as well as the state of the
art in combining semi-supervised learning (SL) and active learning (AL). Section
3 describes our approach to scene recognition in video content. In Section 4, we
compare the accuracy of our method for different approaches to feature selection
and different classifiers.

2 State of the Art

Scene recognition is rather simple from the human perspective. Whether the
scene is the same as one previously visited is recognized by the overall layout of
the space, presence, and distribution of distinct objects, their texture, and color.
Other sensory organs can provide even more information and allow faster recall.
Scenes not visited beforehand may fall after a thorough exploration into one of
broader categories based on similarity of such features.

Multimedia content, however, does not allow such space exploration directly.
It is constrained to the color information of individual pixels at a rather small
resolution. Video content resolves this issue only partially with a motion of
the camera, which, on the other hand, introduces more degrees of freedom in
background modeling and increases its complexity.
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2.1 Single Image Scene Classifiers Based on Colour Statistics

The early scene classifiers, including the Indoor/Outdoor problem [22,27], and
also the more recent approaches mentioned below are directly based on the
overall color information contained in the picture. The vital decision in this
particular case is the selection of color space and the granularity of the considered
histograms.

RGB (red, green and blue components) is the primary color space of mul-
timedia acquisition and processing. However, it does not directly encode the
quality of the color perceived by a human. By qualities of color, we primarily
mean the color shade (hue). In HSV encoding (hue, saturation and value of the
black/white range components, the last of them related to the overall lightness
of the color), hue is commonly sampled with finer precision (narrower bins in
histogram approaches) than saturation and lightness [5,8].

Mainly because of memory consumption and model size, statistical features
of the individual images are commonly used for image processing, including basic
scene classification. Other approaches are based on object detection [11,15], on
interest point description [3,2], or in recent years they use deep convolutional
neural networks [26,29,32].

2.2 Multi-label Extension

Often, a single image contains multiple semantic features – such as sea, beach
and mountains. A crisp classification into only one class would, however, have
to take only the dominant class, which might be different from the selection of
the annotator. A somewhat possible extension is to create a new crisp class for
each encountered combination of the labels, but this would have a substantial
impact in the areas where the amount of labeled content is not sufficient to
enable proper training on such sub-classes.

Another possibility is to organize the labels into a hierarchical structure. If
the described scenery shares multiple features, the parent label may be preferred
for content description. When the scene classifier detects only a specific part of
the scenery, we should not consider it a full miss.

Statistical approach One of common assumptions in scene classification is
that, during a single shot, the background will be visible for a more extended
period than the foreground object. Therefore, we may process each frame in a
single shot by a scene recognition algorithm and vote among the proposed labels.
The statistical approach to background modeling applies if we assume a static
camera shot. When such an assumption is met, all frames are perfectly aligned,
and the background model can be extracted from the long-term pixel averages.

2.3 Semi-supervised Learning and Active Learning

Semi-supervised learning (cf. the survey [33]) is a technique that benefits from
making use of easily obtainable unlabeled data for training. In this paper, we
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mainly focus on the self-training aproach to semi-supervised learning [10]. It is a
simple and efficient method, in which we add samples with the most confidently
predicted labels (pseudo-labels) to the training dataset. This can be done so the
model is retrained in each iteration. Other aproaches to semi-supervised learning
are co-training [1] and multiview training [9] thath benefit from agreement among
multiple learners.

Active learning (cf. the survey [23]) is related to semi-supervised learning
through being also used in machine learning problems where obtaining unlabeled
data is cheap and manual labeling is expensive but possible. Its goal is to spend a
given annotation budget only on the most informative instances of the unlabeled
data. Most commonly, it is performed as pool-based sampling [14], assuming a
small set of labeled data and a large set of unlabeled data. Samples that were
found to be the most informative, are given to an annotator and are moved
into the labeled set. The considered machine learning model (e.g., a classifier)
is retrained and the algorithm iterates until the budget is exhausted or the
performeance of the model is satisfactory.

Pool based sampling needs to evaluate an utility function that estimates some
kind of usefulness of knowing the label of a particular sample. There are various
ways of defining the utility function: for example, as a measure of uncertainty
in uncertainty sampling [13], as a number of disagreements within an ensemble
of diverse models in a method called query-by-committee [25], as the expected
model change [24], the expected error [20] or only the variance part of the model
error [6].

Semi-supervised and active learning can be quite naturally combined since
they address unlabeled data set from opposite ends. For example, self-training
uses the most certain samples to be turned to labeled samples and uncertainty
sampling queries the most uncertain samples and obtains its label from an anno-
tator. Such a combination was used for various problems [16,21,31]. Successful
combinations with active learning exist also for multiview training [17,18,30].

3 Multimedia Histogram Processing with Feed-Forward
Neural Network using SVM

In the reported research, our main concern is to enable an automatic anno-
tation of small datasets with a generally small variation within the individual
classes. For example, we are not particularly interested in recognition of a broader
scenery concept (such as a living room), but we aim at the classification that
the video shot was captured in one specific living room.

One of the possible applications, on which we will demonstrate our approach
in the next section, is the classification of individual scenes in long-running shows
and sit-coms. However, our approach is designed to be versatile and enable,
for example, disambiguation of individual television news studios or well-known
sites.

Another concern of us is that the training of the classifier should require a
minimal amount of resources to enable connection into more complex systems
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of multimedia content description as a simple high-level scene disambiguation
module.

Therefore, we revise the traditional approaches in scene classification and
propose the use of color histograms, possibly with partial spatial awareness. To
demonstrate our reasoning behind this step, we refer to Figure 1.

(a) Room 4A (b) Room 4B
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Fig. 1: Representative frames from two distinct living rooms and comparison
of the proposed histograms. Although both of these pictures depict a living
room, the distribution of colours is different. Source images courtesy of CBS
Entertainment.

We choose a feed-forward neural network as the base classifier. In particular,
we use a network with two hidden layers of 100 and 50 neurons and logistic
sigmoid as activation function. The output layer uses the softmax activation
function. The network is trained using backpropagation with a negative log-
likelihood loss function and a stochastic gradient descent optimizer. The network
topology, activation function and optimizer were found through a simple grid
search, in which we considered also other the activation functions such as ReLU
or hyperboilic tangent, and another optimizer, based on an adaptive sestimates
of first and second moments of the gradients [?].

For the scene classification task, we can use the trained neural network di-
rectly. However, we introduce an improvement inspired by transfer learning.
Transfer learning is usually used in deep convolution neural nets where the con-
vergence of all parameters is slower [28]. However, we would like to demonstrate,
that the transfer learning can bring a substantial benefit also in shallow neu-
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ral networks. Especially in combination with a support vector machine (SVM)
classifier.

In our scenario, we freeze the parameters of first layers and use the network
as a feature extractor. For the classification stage, the original softmax layer is
then replaced with a linear support vector machine. This brings us a rather small
but consistent improvement in the final accuracy.

For an overall structure of our proposed network, please refer to Figure 2.
In the figure, red arrows represent the first learning phase in which parameters
of the net are found using a backpropagation. Blue arrows represent the second
learning phase – transfer learning. In the second phase, the first two layers of the
already trained neural net are used for training dataset generation. After that,
a linear SVM classifier is trained. Green arrows represent the prediction of new
samples.

Data 
(InputDim)  

Linear Layer 
(InputDim x 100)  Sigmoid Linear Layer 

(100 x 50)  Sigmoid

Linear Layer 
(50 x outputDim)  

Softmax Negative log
likelihood loss

Linear SVM Trainer

SVM learning
Back propagation

Prediction 

Legend: 

Linear SVM 

Prediciton

Fig. 2: The architecture of the proposed neural net. Red arrows represent the
first learning phase; blue arrows represent a second learning phase with SVM
and green arrows represent the prediction phase.

Finally, the model performance was improved by using a combination SL+AL.
We have chosen a combination of uncertainty sampling with pseudo-labeling
through self-training. In the experimental evaluation, the utility functions least
uncertain (eq. 1), margin (eq. 2) and entropy (eq. 3) were included.
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φLC(x) = Pθ(y
∗
1 |x), (1)

φM (x) = Pθ(y
∗
1 |x)− Pθ(y∗2 |x)), (2)

φE(x) = −
N∑

i

Pθ(yi|x)logPθ(yi|x), (3)

In each iteration, n samples with the lowest utility function were queried
to be annotated. At the same time, samples with the utility function higher
than a threshold were predicted using the current version of the model, and
these predictions were then used to train the next version of the model. Utility
functions were calculated from the output of softmax layer of the neural net.
The number of samples n was chosen to be 5 in each iteration. The threshold
value was tuned to keep the number of wrong labels getting into training data
as low as possible.

3.1 Weighted accuracy

The scene description in our experiment is constructed hierarchically so there
are three different levels of the label. The first level describes building name, the
second level describes a room, and the last level describes detail in the room. For
instance, if the camera shot captures the whole living room of the flat “4A” in
the “main” building, we use a label such as main.4a. If only a specific portion of
the room is shown, we use a more detail level of the label such as main.4a.couch.

To take into account the label hierarchy, we introduce weighted accuracy of
a classifier F predicting ŷ1, . . . , ŷn for training data (x1, y1), . . . , (xn, yn):

WA(F ) =
1

n

n∑

i=1

f(yi, ŷi),

f(yi, ŷi) =





1 if 1(yi = ŷi, 3)

0.5 if 1(yi = ŷi, 2)

0 otherwise.

,

where 1(yi = ŷi, k) is the truth function of equality of all components of yi and
ŷi on the k-th or a higher level of the component hierarchy.

4 Experimental evaluation

For the evaluation of all the following approaches, we prepared our dataset [19]
from the first series of a sit-com The Big Bang Theory. This particular show
uses only a couple of scenes and by 2018 new series are still being produced.
The dataset is chosen for the proof of concept experiment and new datasets
should follow in future experiments. The multimedia content was automatically
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segmented into individual camera shots by PySceneDetect [4] using the content
detector.

A middle frame from the detected shot was stored as a reference for human
annotation and convolutional neural network processing. Due to the copyright
protection, these stored frames are not contained in the dataset. They were
divided into 80% training and 20% test data along the time axis.

For statistical approach experiments, the following histograms averaged by
the respective frame area and shot duration were obtained: RGB 8x8x8 (flat-
tened histogram over 8× 8× 8 bins), H (hue histogram with 180 bins), HSV (
concatenation of 180 bins H, 256 bins S and 256 bins V histograms) and HSV
20x4x4 2*2 (flattened histogram over 20 × 4 × 4 bins in each of 4 parts of the
frame introduced by its prior division in 2× 2 grid).

4.1 Combinations of histograms and classifiers

We have compared combinations of the above described histograms with the
following classifiers: linear SVM, k nearest neigbours (k-NN), naive Bayes (NB)
and the feedforward neural nets (FNNs) described in section 3, i.e., FNN alone
and FNN+SVM. A full comparison of the unweighted accuracy of all 16 combi-
nations is carried out in Table 1.

Table 1: Accuracy of combining the considered four kinds of histograms with
the following classifiers: linear SVM, k-NN, NB, FNN and FNN+SVM. For each
classifier, the highest accuracy with respect to the different kinds of histograms
is in italics, and the highest accuracy with respect to different classifiers is in
bold

Accuracy [%] Linear SVM k-NN NB FNN FNN+SVM

RGB 8x8x8 18.1 32.42 26.1 54.5 60.0
H 12.4 30.7 26.1 56.0 58.9

HSV 14.1 32.6 32.4 63.3 65.7
HSV 20x4x4 2*2 46.0 45.4 33.9 77.2 78.8

It is noticeable that HSV 20x4x4 2*2 feature dominates over all other vari-
ants. Therefore, we were using HSV 20x4x4 2*2 in the subsequent experiments.
On the other hand, adding an SVM as the last layer of the FNN brings only a
smaller improvement.

4.2 Comparison with an inception style neural network

State-of-the-art approaches in image scene classification usually use the residual
deep convolutional neural networks with inception-style layers. They are typi-
cally combinded with multi-scale processing of the input imagery.

Semi-supervised and Active Learning in Video Scene Classification
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With these key features in mind, we used the winner of the 2016 LSUN
challenge [29] as the reference method for scene classification on our dataset.

The results are, however, worse than expected. The accuracy progress (see
Figure 3) shows that the network training is very unstable. The testing accuracy
achieves a maximum of 32.4% in the 801st epoch.
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Fig. 3: Accuracy of the inception-style winner of the LSUN challenge [29] on the
testing set

As we are unable to interpret the inner state of the neural network directly,
we may only assume that the main issue with using the multi-resolution con-
volutional neural network is the small dataset size. However, this is exactly the
issue we need to mitigate.

4.3 Including supervised and active learning

As was shown in Subsection 4.1, the use of feed-forward neural network itself
brings a substantial increase in classification metrics. As Table 2 indicates, the
SVM layer provides an additional improvement as well as using part of the un-
labeled dataset with SL+AL. Although the improvement is not high, we believe
that using the more sophisticated combination of SL+AL could bring us even
further.

The initial labeled dataset contained 5315 samples. An unlabeled dataset
with 26528 samples was used for both active and semi-supervised learning. A
human annotator was asked five queries at each of ten iterations.

Semi-supervised and Active Learning in Video Scene Classification
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Table 2: Final achieved accuracy, weighted accuracy, precision, Recall and F1
score with the HSV 20x4x4 2*2 histogram. For each of these classifier perfor-
mance measures, the highest value among the considered classifiers is in bold

Acc Weighted acc Precision Recall F1

FNN 0.7723 0.8518 0.7813 0.7590 0.7578
FNN-SVM 0.7883 0.8626 0.8026 0.7837 0.7842

FNN-SVM with SL+AL 0.7895 0.8617 0.8037 0.8022 0.7978

5 Conclusions and Future Work

In this paper, we sketched how semi-supervised learning combined with active
learning can be applied to scene recognition In addition, we propose to use neural
networks for further feature enhancement.

The resulting features extracted from the proposed neural network provide
a substantial improvement over the engineered features on input. Especially, if
the extracted features are used as a data embedding for a linear SVM classifier.

This allows us to achieve an accuracy of almost 79% on a small dataset that
is significantly higher than reference method (32.4%).

Several descriptors are, however, still hard to recognize even for a human
annotator (e.g. staircase floor number). In these situations, one may benefit from
the context of the previous and following shot and consequently improve the
classification accuracy. Therefore, we would like to try context-based classifiers,
such as HMM, CRF or BI-LSTM-CRF as a next step of our research.

Last but not least, we would like to use transductive SVM in the top layer
of the final classifier and provide further experiments in the combination with
semi-supervised and active learning, primarily with active multiview training.
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