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Abstract. Privacy laws such as the General Data Protection Regulation
(GDPR) specify several obligations involving personal data. A privacy
policy is a document that provides information for legal compliance on
how personal data is collected, used, stored, and shared, which is essential
for understanding their privacy implications. Approaches such as the Us-
ablePrivacy project that extract information from the text of the privacy
policy need to structure it in a manner suitable for machine processing.
Semantic web has been proven to be suitable to represent this knowledge
as a set of queryable concepts and relationships. However, there is a large
overlap between different projects and approaches targeting the privacy
policy that does not take advantage of the significant similarity of its
underlying information. We present an ontology design pattern to aid
these efforts in representing and modelling information related to per-
sonal data within a privacy policy. The pattern aims to assist the existing
ecosystem of machine-based approaches for interpretation and visualisa-
tion of privacy policies by providing a common structured representation
to ease modelling and sharing of related information.
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1 Motivation & Scope

A privacy policy provides disclosure of information regarding the collection, us-
age, storage, and sharing of personal data as governed by territorial laws [11].
The privacy policy is most commonly presented as a monolithic text document.
It has been repeatedly proven to be difficult to read and understand1 for the
users [2,3,5].

To remedy this, there have been several approaches towards making interpre-
tation of privacy policies easier for end users. ‘Terms of Service; Didn’t Read’2

is a community driven approach to summarise privacy policies in the interest of
user awareness. Some recent approaches use machine-learning to interpret the
contents of the privacy policy and to present their analysis to the user in a visual

1 The impact of GDPR on the readability of privacy policies is yet to be determined
2 https://tosdr.org/index.html
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format. This allows the approaches to scale with the ever-increasing and chang-
ing nature of services and their privacy policies. Relevant approaches regarding
this are the UsablePrivacy project3 [6] and the PrivacyGuide project [9,10].

The privacy policy provides information associated with personal data such
as its collection, usage, sharing, and storage along with other information such
as the provision of various rights required by law. The General Data Protection
Regulation (GDPR) [1], which is a European law for data protection, requires
specification of this information in privacy policies for compliance. This provides
commonality with respect to the mandatory information specified by laws which
is provided in privacy policies. Machine-processing approaches require this in-
formation to be structured in a machine-readable format that can aid in the
automation of processes. Approaches that target the same set of information
have to deal with the same set of data - in this case the information regard-
ing personal data provided in privacy policies. This commonality of underlying
information (within privacy policies) can be represented using a common vocab-
ulary for its expression. This will aid the different approaches through sharing
of extracted information from privacy policies, while also making it possible to
compare the efficiency of different methods in extracting this information.

Using a semantic web based approach provides a way to define such knowl-
edge in the form of concepts and relationships with the freedom for them to
be expanded and connected based on requirements. The UsablePrivacy project
already uses such an approach involving semantic web ontologies to represent its
underlying information about the categorisation of sentences within a privacy
policy [6]. In addition to such machine-based approaches, other work involving
the information presented within a privacy policy will also benefit from such
structuring of information based on semantic web technologies.

With this as our motivation, we present an ontology design pattern (ODP) for
modelling the information related to personal data within a privacy policy. This
ODP provides a way to express the personal data and the information associated
with it as a set of concepts and relationships which can be incorporated into a
larger semantic web ontology.

In terms of scope, we limit to expressing information related to personal data
provided explicitly within a privacy policy. Other relevant information within a
privacy policy but not part of the pattern is discussed as future work at the
end of this paper. In terms of relevant work, we are not aware of any similar
approaches for modelling of information within a privacy policy towards creating
an ontology design pattern.

The ODP is based on an investigation of privacy policies from Airbnb Ireland4

and Twitter 5, with archived copies made available6 in case of changes to the
policy in future. While we also evaluated other privacy policies for their structure
and content, we specify these two as being our primary use-cases for the purpose

3 https://www.usableprivacy.org
4 https://www.airbnb.ie/terms/privacy_policy
5 https://twitter.com/en/privacy
6 https://opengogs.adaptcentre.ie/harsh/privacy-policy-dashboard/
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of this work. An investigation of information within the privacy policy provided
by Airbnb Ireland is available online 7 but is not part of this paper’s contribution.

The rest of this paper is structured as follows: Section 2 provides a description
of the pattern with an example provided in Section 3. Section 4 concludes the
paper with a discussion regarding future work.

2 Pattern Description

2.1 Competency Questions

The pattern aims to answer the following competency questions:

1. What personal data is collected? e.g. email
2. Does the data have a category? e.g. contact information
3. What was its source? e.g. user
4. How is it collected? e.g. given by user, automated
5. What is it used for? e.g. creating an account, authentication and verification
6. How long is it retained for? e.g. 90days after account deletion
7. Who is it shared with? e.g. name of partner organisation(s)
8. What is the legal basis? e.g. given consent, legitimate use
9. What processes/purposes was the data shared for? e.g. analytics, marketing

10. What is the legal type of third party? e.g. processor, controller, authority

The pattern does not consider questions related to the provision of GDPR
rights. While these questions are relevant, they are directly related to the data
subject (or user), and are common to all instances of personal data. They are
better represented in the model of the privacy policy rather than as an instance
of personal data. We provide them here for brevity, with a further discussion on
this provided in the future work section:

11. How can personal data be rectified or corrected?
12. How can personal data be deleted or removed?
13. How can a copy of the personal data be obtained?
14. How can personal data be transferred to another party?
15. How can information about the personal data be obtained?

The pattern uses the GDPRtEXT[7] and GDPRov[8] ontologies for defining
concepts relevant to the GDPR. GDPRov is an ontology for describing the prove-
nance of consent and personal data lifecycles using GDPR relevant terminology,
and is an extension of PROV-O and P-Plan. GDPRtEXT provides definitions
of concepts and terms used within the text of the GDPR using SKOS.

The pattern is available online along with its documentation8 and has been
submitted to the ontology design patterns collaborative wiki9.

7 http://openscience.adaptcentre.ie/privacy-policy/personalise/demo/

policy.html
8 https://openscience.adaptcentre.ie/projects/privacy-policy/

design-pattern/
9 http://ontologydesignpatterns.org/wiki/Submissions:

PrivacyPolicyPersonalData
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2.2 Concepts & Relationships

A visualisation of the pattern is presented in Fig. 1, and was created using the
yEd graph editor10 with the Graffoo [4] palette.

Fig. 1. Personal data pattern illustrated using Graffoo [4]

Personal Data PersonalData represents an instance of personal data, such as
an email address, which is described in the privacy policy. It is defined as an in-
stance of gdprov:PersonalData. Privacy policies often group related instances of
personal data in broader categories such as contact information for representing
email and phone number. To represent such a grouping in the pattern, the cat-
egory can be represented as a subclass of PersonalData using rdfs:subClassOf,
with its instances representing individual personal data items. In this case, con-
tact information would be a subclass of gdprov:PersonalData with email and
phone number being its instances.

PersonalDataCategory v PersonalData (1)

Data Collection Data is collected through a gdprov:DataCollectionStep, and
is represented using the property gdprov:collectsData. The data provider is rep-
resented using prov:Agent through the property gdprov:collectsDataFromAgent.

Apart from the source, the privacy policy may also mention the particu-
lar collection mechanism used for data collection. This is represented using
the gdprov:hasCollectionMechanism property, where the collection mechanism

10 https://www.yworks.com/products/yed

https://www.yworks.com/products/yed


is represented by a suitable subclass of gdprtext:CollectionMechanism, such as
gdprtext:GivenByUser or gdprtext:AutomatedCollection.

DataCollectionStep v≥1collectsData.PersonalData (2)

DataCollectionStep v≥1collectsDataFromAgent.Agent (3)

PersonalData v ∀hasCollectionMechanism.CollectionMechanism (4)

Data Retention The retention of personal data informs how long it would
be stored for. This is represented using the Time Ontology in OWL11, which
is the W3C recommendation for describing temporal concepts. The retention
period is represented using the property time:hasDuration with the range being
an instance of time:Duration. This information is arbitrary and may be missing
or in an un-representable format within the privacy policy such as “retained for
as long as necessary” where the information is difficult to represent.

PersonalData v ∀hasDuration.Duration (5)

Data Usage & Processing Data Usage, also termed as Processing, is the use
of personal data for some purpose as specified within the privacy policy. This
can vary in terms of granularity from a comparatively simple step such as send-
ing an email to a more abstract process such as marketing which encompasses
several steps and processes. The pattern therefore uses gdprov:Process, which is
a subclass of p-plan:Plan, to define a process which can contain one or more
steps and processes. The property gdprov:usesData is used to represent the use
of personal data within a process.

Process v≥1usesData.PersonalData (6)

Legal Basis for Data Usage Every use of personal data within a process
must have a legal basis under the GDPR. Examples of such legal basis defined
within GDPRtEXT include consent, legitimate interest, compliance with the law,
and performance of contract. To represent this, the pattern uses the property
gdprov:hasLegalBasis with the range gdprtext:LawfulBasisForProcessing. Since
every data use must have at least one legal basis, this provides the axiom:

Process v≥1hasLegalBasis.LawfulBasisForProcessing (7)

Data Sharing The sharing of data involves the entity the data is shared with,
the purposes for sharing, and their legal basis. This is represented within the pat-
tern through the use of gdprov:DataSharingStep and the property gdprov:sharesData.
The entity the data is shared with is represented using the gdprov:sharesDataWith
property with the domain as gdprov:DataSharingStep and the range as a type of

11 https://www.w3.org/TR/owl-time/
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gdprov:Agent, such as another Data Controller, Data Processor, or an Author-
ity. The purpose of sharing is represented using gdprov:Process and the property
gdprov:sharesDataForProcess to model the data being used in that process after
sharing. The legal basis of processes for which the data is shared is represented
using gdprov:hasLegalBasis as specified earlier. Since it is mandatory to inform
who the data is being shared with, along with its intended purposes, and the
specific legal obligation, we have the following axioms:

DataSharingStep v≥1sharesData.PersonalData (8)

DataSharingStep v≥1sharesDataWith.Agent (9)

DataSharingStep v≥1sharesDataFor.Process (10)

3 Example Use-Case

We present here an example use-case of the pattern for depicting personal data
from Airbnb Ireland’s privacy policy. The use-case was chosen for its generality in
terms of being common to other privacy policies as well as ease of understanding
for users.

The use-case concerns the ‘email address’ specified as personal data within
the privacy policy, which is provided by the user. It is used to “provide, improve,
and develop platform services”, which is specified as a process with the legal
basis of legitimate interest. It is shared with the ‘Payments Controller’ entity for
‘Identity Verification’ process which has a legal basis of ’contract fulfilment’.

The example use-case is illustrated in Fig. 2 using Graffoo [4] and shows
the classes, properties, and instances. The corresponding code is presented in
Listing. 1 using the Turtle12 notation for RDF. The answers to the competency
questions corresponding to the use-case are provided below.

1. What personal data is collected: Email Address

2. Does the data have a category: Account Information

3. What was its source: User

4. How is it collected: Given by user

5. What is it used for: Platform Services, Payments

6. How long is it retained for: indefinitely (no end duration)

7. Who is it shared with: Payments Controller

8. What is the legal basis: Legitimate Interest, Contract

9. What processes/purposes was the data shared for: Identity Verification

10. What is the legal type of third party: Data Controller

12 https://www.w3.org/TR/turtle/
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Fig. 2. Example Use-case illustrated using Graffoo [4] and showing collection, storage,
usage, and sharing of Email Address as Personal Data

4 Conclusion

This paper presents an ontology design pattern for representing information
associated with personal data in the context of a privacy policy. More specifically,
it allows modelling and representation of collection, usage, storage, and sharing
of personal data along with the associated processes and entities, as well as their
legal basis. Concepts and relationships within the pattern are defined using the
previously published GDPRov [8] and GDPRtEXT [7] ontologies. For defining
the duration of storage, the pattern uses the Time ontology in OWL.

The paper provides an use-case of the pattern based on an real-world privacy
policy to reflect its suitability. The use-case captures one instance of personal
data and the information related to it within the privacy policy. The depicted
usage of ontology design patterns provides motivation for adoption in approaches
related to the use of information within a privacy policy. This allows sharing of
information through a common representation for related activities such as sum-
marising, visualisation, analytics, or determining compliance using information
contained within privacy policies.

Based on the intended motivation, the pattern provides a way to share the
relevant information regarding personal data, and provides further avenues for
research regarding similar patterns or meta-patterns related to privacy policies.



Future Work

We consider our work an initial effort towards consolidating information within
privacy policies. Using the pattern to reflect information from several distinct
real-world privacy policies will demonstrate its feasibility and applicability in
real-world scenarios. This presents a challenge as the pattern currently assumes
the presence of all required information which may not be the case for some use-
cases, particularly where interpretations of information are ambiguous. However,
capturing such ambiguities through a meta-pattern can possibly aid in flagging
them for review by legal experts.

In addition to the above, the pattern faces other challenges for the mod-
elling of information it aims to represent. For example, it is not clear what level
of abstraction should be represented in the pattern regarding concepts such as
storage and sharing. Should there be a DataStorageStep which can be further
annotated to represent various pieces of information relating to the storage of
personal data? Abstractions can help to represent different storage duration and
formats for the same instance of personal data, such as storing the actual data
for 6 months while a (pseudo-)anonymised copy is stored for 2 years. However,
tacking on such abstractions in to the pattern can make it rigid (in terms of mod-
elling) and complex. More work needs to be undertaken to evaluate whether such
abstractions are necessary in the pattern, and how they should be represented.

Another challenge is the representation of storage duration (or retention pe-
riod). Concrete values such as 6 months or 2 years can be represented using
appropriate ontologies, but ambiguous statements are difficult to represent us-
ing such ontologies. An example of this is the statement ”data may be stored
for as long as necessary...” in which there is no end to the duration for storage.
Representing this as a time:Duration instance is problematic as there is no clear
method to represent its end period. Not defining an end period is also not a
solution due to the open world assumption. Our approach towards solving this
issue is to abstract the storage activity as described earlier. However, we are
open for other approaches and solutions towards this problem.

The privacy policy contains more information than is reflected by the pat-
tern. To represent this additional set(s) of information, larger (combinations of)
patterns and ontologies will be needed to model and represent all the relevant
information and context. This is especially relevant for GDPR as it mandates the
inclusion of information regarding its various rights, which is presented through
the privacy policy.

Some of this information was presented in this paper as additional compe-
tency questions. These help evaluate information regarding how the personal
data can be changed (rectified), deleted, and obtained (download a copy). Addi-
tionally, GDPR allows the data subject to change their consent, thereby affecting
the processes involving personal data. Capturing this information is essential
towards quantifying the privacy policies into machine-readable data, with the
paper demonstrating the suitability of ODP for this task.



1 @prefix dct: <http://purl.org/dc/terms/> .

2 @prefix owl: <http://www.w3.org/2002/07/owl#> .

3 @prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .

4 @prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .

5 @prefix xml: <http://www.w3.org/XML/1998/namespace> .

6 @prefix xsd: <http://www.w3.org/2001/XMLSchema#> .

7 @prefix gdprov:

8 <http://purl.org/adaptcentre/openscience/ontologies/gdprov#> .

9 @prefix gdprtext:

10 <http://purl.org/adaptcentre/openscience/ontologies/GDPRtEXT#> .

11 @prefix : <http://example.com/personaldata#> .

12

13 :PaymentProcess a gdprov:DataSharingStep ;

14 rdfs:label "Payment Process"^^xsd:string ;

15 gdprov:sharesData :EmailAddress ;

16 gdprov:sharesDataForProcess :IdentityVerification ;

17 gdprov:sharesDataWith :PaymentsController .

18

19 :PlatformServices a gdprov:Process ;

20 rdfs:label "Provide, Improve, and Develop Platform"^^xsd:string ;

21 gdprov:hasLegalBasis gdprtext:LegitimateInterest ;

22 gdprov:usesData :EmailAddress .

23

24 :Registration a gdprov:DataCollectionStep ;

25 rdfs:label "Registration for new users"^^xsd:string ;

26 gdprov:collectsData :EmailAddress ;

27 gdprov:collectsDataFromAgent :User ;

28 gdprov:hasCollectionMechanism gdprtext:GivenByUser .

29

30 :AccountInformation a rdfs:Class, owl:Class ;

31 rdfs:label "Account Information of an User"^^xsd:string ;

32 rdfs:subClassOf gdprov:PersonalData .

33

34 :IdentityVerification a gdprov:Process ;

35 rdfs:label "Identity Verification"^^xsd:string ;

36 gdprov:hasLegalBasis gdprtext:Contract ;

37 gdprov:usesData :EmailAddress .

38

39 :PaymentsController a gdprov:Controller,

40 prov:Agent ;

41 rdfs:label "Payments Controller"^^xsd:string .

42

43 :User a gdprov:DataSubject,

44 prov:Agent ;

45 rdfs:label "User of Service"^^xsd:string .

46

47 :EmailAddress a :AccountInformation,

48 :PersonalData ;

49 rdfs:label "Email Address"^^xsd:string .

Listing 1: Example Use-case in Turtle format presenting Email Address as an
instance of personal data along its collection, storage, and sharing
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