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Abstract. One of the system quality characteristics is system reliability, which 

defines the degree to which a system, a product or a component performs speci-

fied functions under specified conditions for a specified period of time. System 

reliability significantly impacts also other system quality characteristics, such as 

performance and usability, and often is the key factor impacting overall quality 

of the system. With emerging new generation of cyber systems, where three 

dimensions – socio, cyber and physical are tightly linked together in order to 

achieve common goals or solve common problems, system reliability became 

even more important. This paper proposes the approach for reliability require-

ments engineering in the context of SCPS. The approach integrates Failure 

Mode Effects Analysis and Morphological Analysis in reliability requirements 

engineering, for the in-depth multi-dimensional analysis of potential failure 

scenarios. 

Keywords: Socio-Cyber-Physical Systems, Reliability, Maintenance, Down-

time, Deployment, Software Upgrading, Maintenance automation. 

1 Introduction 

Socio-cyber-physical systems (SCPS) are complex real-time systems of systems, 

which have very high expectations for reliability. At the same time, achieving reliabil-

ity in SCPS is a very difficult task due to several reasons – high uncertainty, different 

nature of system elements, emergent system behavior, and many interdependencies 

between system components. This requires much more comprehensive analysis for 

reliability requirements then is performed in traditional requirements engineering [1].  

Reliability research has dramatic importance, due to the following factors [1, 2, 3]: 

 Reliability expectations dramatically increased during the latest decade. 

 The complexity of developed systems is leading to the high level of uncertainty, 

meaning the potential risk of lower system reliability. 

 Development projects usually have limited resources, including time and budget, 

that might again lead to decreased reliability. 

Despite the fact that reliability engineering has evolved during last decades and has 

comprehensive research, and wide range of available techniques for reliability predic-
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tion and failure analysis, there is still no common methodology for holistic reliability 

engineering process [2]. 

In both, reliability engineering and requirements engineering areas, not much re-

search is focused on reliability requirements perspective specifically, and there is no 

research in the field of integration of reliability requirements engineering and reliabil-

ity engineering disciplines [1, 3]. 

Much deeper integration of requirements engineering and reliability engineering 

activities can be a possible solution. 

2 Research Method 

In the scope of this research, the following activities were executed: 

1. Investigation of existing research in the field of reliability requirements. The main 

focus was on research covering reliability for real-time systems, reliability of phys-

ical and social systems, and managing reliability in high uncertainty. 

2. Identification of challenges for reliability requirements engineering in SCPS con-

text, comparative analysis of existing reliability requirements engineering ap-

proaches from the perspective of their applicability in the context of SCPS chal-

lenges.  

3. Investigation of existing research in the field of morphological analysis. The main 

focus was on approach applicability for process modeling, software requirements 

analysis, and complex systems analysis. 

4. Proposing the approach for reliability requirements engineering, combining relia-

bility engineering techniques with morphological analysis for multi-dimensional 

failure analysis. 

5. Practical application of the proposed approach for the SCPS example.  

6. Building conclusions about applicability of the proposed approach and defining 

possible further steps of research. 

3 SCPS Reliability Requirements Engineering 

The first official definition of reliability was stated in 1957, by Advisory Group on the 

reliability of Electronic Engineering (AGREE). According to this definition, reliabil-

ity is the probability of a product performing a specified function without failure un-

der given conditions for a specified period of time [4]. 

Two reliability standards, commonly used today – ISO and IEEE, have similar def-

initions of reliability: 

 According to the IEEE standard, focusing on the software reliability, the reliability 

is the probability that software will not cause the failure of a system for a specified 

time under specified conditions. 
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 According to the ISO standard, focusing on more generic system level, the reliabil-

ity is the degree to which a system, product or component performs specified func-

tions under specified conditions for a specified period of time. 

These definitions can be used also for reliability of SCPS. Usually, required relia-

bility is described in the format of reliability requirements [5]. From the stated relia-

bility definitions, reliability requirements should provide the following: 

 The definitions of system functions, for which reliability is defined. 

 Conditions for function execution. 

 Definitions of function successful execution or function failure, depending on the 

reliability metrics. 

Reliability requirements should be based on the facts (real data) and should be fo-

cused on the most critical reliability aspects (real need) [1]. 

Reliability requirements should be a prerequisite to any reliability engineering ac-

tivities. Quality of reliability requirements has direct impact on the reliability of the 

system. But unfortunately, there are several common reliability requirements prob-

lems, which may make it harder to use reliability requirements for reliability engi-

neering activities later in the project [5 – 8]. Many of them can be addressed using 

traditional requirements engineering techniques. However, the problem that Reliabil-

ity requirements are too generic and cannot be traced to the requirements implemen-

tation strategies, cannot be solved in the scope of traditional requirements engineering 

as it focuses on specifying reliability requirements, not the in-depth analysis of the 

potential issues for achieving desired reliability. This problem can be solved through 

integrating reliability engineering techniques into requirements engineering, which 

would link together requirements and implementation activities [1, 9]. 

However, using existing reliability engineering techniques for SCPS might have 

several challenges due to SCPS complexity, diversity and emergency [1, 4, 10]: 

 Techniques do not take into account the nature of system component – SCPS 

socio, cyber and physical parts might need different approaches. 

 Failure impact assessment and failure prioritization is not fully supported in the 

existing techniques; however, due to high complexity of the SCPS, addressing all 

possible failures is just unrealistic. This is why impact assessment and focus on the 

failures with highest negative impact should be the key point in SCPS reliability. 

 Historical failure data is a prerequisite for reliability prediction – SCPS adapt and 

emerge, as well as human and software reliability cannot be so well predicted 

based only on the statistics, and historical data not always will be relevant for the 

future prediction. 

 Approaches are more tended to focus on separate system components than on a 

system as a whole – a SCPS cannot be seen as just a list of components, as rela-

tionships and dependencies between components play significant role. 

 Existing approaches often are based on the difficult calculations and are hard to 

use – SCPS complexity might lead to the need of assumptions and simplifications, 

which, in turn, will lead to lower accuracy. 
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4 Reliability Engineering Techniques 

Based on the available research of specific reliability engineering techniques, the 

most popular techniques were reviewed for potential applicability for reliability re-

quirements engineering [2, 8, 11]. 

Techniques for reliability analysis can be applied for reliability requirements in-

depth failure analysis and connecting with the potential reliability engineering strate-

gies.  

In the scope of this research failure mode and effect analysis (FMEA) technique 

was selected for the integration into requirements engineering activities, specifically, 

for analyzing possible failure reasons and potential negative impact for specified reli-

ability requirements. FMEA was preferred over fault tree analysis (FTA) technique as 

it is, in particular, efficient when a large number of different failure scenarios exist 

within a range of negative impact, not just a specific failure scenario that should be 

investigated. 

FMEA usually consists of seven sequential phases [12 – 15]: 

 Detection of possible failure modes for selected system components. 

 Evaluate severity for each failure mode. 

 Evaluate probability for each failure mode. 

 Evaluate existing detection controls for each failure mode. 

 Evaluate overall risk for each failure mode and select the ones with the highest 

risk. 

 Determine actions to reduce risk for selected failure modes. 

 Take appropriate actions and recalculate risk. 

However, as stated before, there are several enhancements in existing reliability 

techniques, which are required for their successful application in SCPS do-

main [11, 16 – 19]: 

 Technique should cover all three dimensions – socio, cyber and physical ones. 

 Technique should be applicable in situations, when there is no historical data avail-

able. 

 Technique should be able to review and evaluate many possible failure reasons 

from different possible failure aspects. 

 Technique should support the selection of the most efficient strategy, based on the 

multi-dimensional evaluation. 

 Technique should have a clear algorithm, which could be automated. 

5 Morphological Analysis 

One of the proven approaches for the analysis and modelling complex multi-

dimensional systems is morphological analysis (MA). It was initially used for model-

ling relationships between structural components in different scientific fields like 

botany, linguistics, geology and mathematics [20]. More abstract version of MA was 
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proposed by Swiss-American physicist and astronomer Fritz Zwicky. He also started 

to use it for social problem solving and technological engineering. Nowadays MA is 

applied in many different cases, and has proved to be efficient for the following pur-

poses [21, 22]: 

 Developing alternative strategies. 

 Assessing organizational readiness for different goals. 

 Developing possible scenarios. 

 Assessing possible risks. 

 Analyzing cause-sequence relationships. 

 Presenting complex situations in a more easy-to-understand format. 

MA is very effective method for analyzing complex problems from different pos-

sible aspects. It also supports generation of various possible solutions for these prob-

lems [23].  

MA can be used in system engineering during two main activities – (1) Building 

general model of a problem space and (2) Generating possible system solutions for 

addressing the problem. MA also supports innovation engineering, as, through this 

method, new previously unknown aspects can become visible, which stimulates new 

ideas for the solution space [24]. 

In general, morphological analysis is the process of sequential analysis and synthe-

sis activities with a purpose of exploring different aspects of the specific complex, 

non-quantified problem and identifying all possible solutions [20]. During analysis 

step, the problem is structured using problem describing parameters and possible 

parameter values. During synthesis step, the values of different parameters are 

grouped into possible configurations, and resulting configurations are assessed from 

the aspect of probability. Configurations, that are not realistic, are excluded [21, 25]. 

In the scope of engineering, morphological analysis should include also some addi-

tional steps – (i) As a first activity – the problem should be formulated as precisely as 

possible and (ii) As a final activity – remaining realistic configurations can be then 

assessed from the selected perspective and the best configuration(-s) selected (for 

instance, all configurations supporting specific value for specific parameter, are iden-

tified) [21, 26]. 

But like any other method, MA has its own disadvantages. The main constraint for 

the application of this method is the workshop format, where highly motivated, 

knowledgeable system-thinking participants are working together. Depending on the 

complexity of the problem studied, MA also can be quite time consuming and requir-

ing decent automation level [21]. 

In scope of this research, MA is integrated into FMEA approach for in-depth multi-

dimensional analysis of possible failure reasons for system components which can 

affect defined reliability requirements. Additionally, MA is used on the possible fail-

ure negative impact minimization analysis level – for the definition of possible impact 

minimization strategies. This is not the traditional application of MA, when potential 

solutions are generated based on the possible configurations, but rather might be in-

terpreted as the structuring method for failure negative impact problem space and 

assessing efficiency of potential strategies for improving the negative impact. 
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6 SCPS Reliability Requirements Elicitation Process 

Reliability requirements elicitation process is organized as four related phases [1, 5, 

14]: 

1. Reliability requirements initial definition – during this phase functional require-

ments and appropriate reliability requirements are elicited and documented using 

standard requirements engineering activities. After that, for selected functional re-

quirements, supporting system components are identified. At the end, the most crit-

ical components are selected for further analysis. 

2. Failure mode analysis – in this phase, for each selected component, possible failure 

reasons are analyzed. Failure mode with the highest potential negative impact is se-

lected for further analysis. Selected reason is divided into possible specific sub-

reasons and for each sub-reason; the most possible negative failure impact is eval-

uated. The sub-reason with the highest possible negative impact is selected for the 

next phase. 

3. Failure minimization strategy – during this phase possible solution strategies are 

generated for previously defined and assessed failure sub-reason with highest nega-

tive impact. The strategies improving failure mode parameters are selected for the 

next phase. 

4. Reliability requirements detailed definition – based on the selected solution, initial 

reliability requirements are detailed with possible failure scenarios and selected 

strategies. If initially defined reliability cannot be achieved, reliability require-

ments are redefined. 

In the following sub-sections each phase is described in more detail. In Fig.1 can 

be seen how exactly proposed method is organized by adjusting traditional FMEA 

and MA, and then combining together adjusted methods. MA is integrated into 

FMEA on the failure mode analysis phase, which is not very strictly defined for 

FMEA. MA however helps to evaluate failure modes through different perspectives 

and generate all possible failure mode configurations we should consider. 

Proposed methodology is illustrated by the example study – Live Intelligent Tutor-

ing System. The main goal of intelligent tutoring system is to create intelligent agents 

in cyber space that can teach students like live tutors – be autonomous and adapt to 

each student needs. [27]. But Intelligent Tutoring System for corporate training 

should be considered as the socio-cyber-physical System, having several additional 

characteristics: 

 Socio space – training organization and organization where employees will use 

gained knowledge and skills should be considered as parts of a system. 

 Physical space – physical equipment is used for training or training is aimed to 

teach how to use specific physical equipment. 

 Cyber space – should have representations of both socio and physical spaces. 
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Fig. 1. Combination of FMEA and MA processes. 

6.1 Reliability Requirements Initial Definition 

In this phase reliability requirements should be defined for the system as reliability 

requirements for critical system functions. 

After reliability is defined on function level, system should be structured into sub-

systems, which support specific system functions. Each sub-system should be pre-

sented as a group of different cyber, physical and socio elements: 

 Cyber element – can be software system, system module or specific service. 

 Physical element – can be computer hardware, different equipment or equipment 

parts. 

 Socio element – can be humans operating with physical elements, using or super-

vising cyber elements. 

Table 1 can be used for describing solution space. In each column all system func-

tions, socio, cyber and physical components are listed. After all components and func-

tions are listed, for each function supporting components are identified, and for each 

supporting component importance (I) is defined using 1 (required very rare) ... 10 

(component is critical) scale – 1 to 10. 

Overall component significance (S) is calculated using the following formula (n – 

number of functions supported by component):  

 𝑆 =  ∑ (𝐼𝑖)
𝑛
𝑖=1  (1) 
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Table 1. Solution space 
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Watch 

broadcasted 

video 

10 3  3 3 9 8   9 3 9 9 9  5 9 

Pass a test  3  3 3 9 6 8 9  3  9 9 9   

Ask ques-

tions 

10 3 3 3 3 9 6 9 9  3  9 9 9   

Signifi-

cance 

20 9 3 9 9 27 20 17 18 9 9 9 27 27 18 5 9 

As the next step, for each user requirement supporting system components are identi-

fied. 

6.2 Failure Analysis 

In this phase, for each selected component, the possible failure reasons are defined. 

For this MA approach is applied, using the following parameters for the definition of 

different possible failures: 

 Reason – different types of failure reasons for specified cyber/physical/socio ele-

ments. For instance – software/hardware failure, maintenance or upgrade, human 

related accident. 

 Scale – amount of other components that failure will affect. Some generic values 

can be one, some, many, and all. Can be also a specific number. 

 Length – different possible failure affect length intervals. For instance: <5, 5-10, 

10-30, 30-60, >60 minutes. 

 Frequency – failure incidents frequency in specific time interval. For instance – x 

times in year, month, week, day, and hour. 

 Recovery effort – different levels of required recovery effort during and after the 

failure - almost none, low, medium, high, extremely high. 

 Impact level – different levels of failure impact on key system efficiency metrics – 

almost none, low, medium, high, extremely high. 

 Control level – different levels of how well this failure reason can be controlled by 

system internal mechanisms; or this reason is external and cannot be impacted. 

Some possible generic values can be % of control. 
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 Process maturity – different maturity levels of existing failure handling process – 

automatic, semi-automatic, fully manual, not formalized, not existing. 

Defining specific values for each of these parameters the space of all possible fail-

ure aspects is created – each column in the Table 2 contains all possible values for the 

specific parameter. Note, that some of parameters can have more possible values and 

some less; at this point each parameter values are completely independent from other 

parameters. 

Table 2. The space of failure aspects 

Nr Reason (R) Occurrence Severity Detection 

Scale, 

users 

(S) 

Length, 

min (L) 

Frequency 

(F) 

Recovery 

effort 

(R) 

 

Impact 

level (I) 

Control 

level 

(C) 

Process 

maturity 

(M) 

 

1 Software 

error 

One  <5  Monthly Almost 

none 

Almost 

none 

100% Auto 

2 Viruses Some  5-30  Weekly Low Low 50% Semi 

auto 

3 Maintenance Many >30 Daily Medium Medium 0% Manual 

4     High High   

As the next step a cross-consistency check for all defined failure aspects is performed. 

In Table 3 all possible parameter values are listed both in columns and in rows, and 

then each possible pair of parameter values is evaluated from the two perspectives: 

 Definition of interrelated parameters - several parameters are always directly inter-

connected, that means that changing values for one parameter will directly influ-

ence value of another parameter – for instance, failure length affects impact level. 

Related parameter values should be highlighted using specific color in the table. 

 Definition of not consistent values – for interconnected parameters several values 

are not consistent, that means that these values cannot coexist and are exclusive – 

for instance, long failure period and small failure impact. Inconsistent parameter 

values should be marked in the table using “X” or similar symbol. 

Note, that parameter “Reason” is not included in rows and parameter “Process ma-

turity” is not listed in columns; – this is not needed, as we are not evaluating pairs of 

values for the same parameter, only for different parameters.  Due to space limita-

tions, instead of full names of parameters and values in two first columns just first 

letters of parameters and numbers of values are listed. 

Based on the cross-consistency check results, for each reason, number of immuta-

ble impact parameter values with highest negative impact is counted (this means that 

a specific reason cannot lead to the highest negative impact). The reason with the 

lowest number is the one with highest possible impact. 

For the selected reason different possible failure sub-reasons are identified and for 

each of them the appropriate failure mode is generated as a configurations of different 

parameter values, where this reason can be a failure cause. 
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Table 3. A matrix of parameter values 
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2                        
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R
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3   X                     
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2                        
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4 X  X X                    

C 1 X              X X   X X    

2   X                     

3  X X                     

M 1 X X       X X      X    X   X 

2                        

3 X  X                  X   

 

Each configuration is evaluated using the following criteria: 

 

 Occurrence (O) as a probability of failure occurring to the specific reason. Occur-

rence is rated on a scale from 1 to 10, based on the scale, length and frequency pa-

rameters. 1 is extremely unlikely, 10 is inevitable. 

 Severity (S) defines how serious the impact of the failure is. Severity is rated on 

the scale from 1 to 10, based on the recovery and impact parameters. 1 is insignifi-

cant, 10 is catastrophic. 

 Detection (D) defines how well the failure can be detected before any impact. De-

tection is rated on a scale 1 to 10, based on the control and maturity parameters. 1 

means the control is absolutely certain to detect the failure, 10 no control exists. 

 Overall failure risk (R) is calculated using the following formula:  

 R = O x S x D  (2) 
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Evaluation is made manually, based on the forming parameter values. Configura-

tion with the highest possible negative impact is selected for further analysis. In our 

example, in the Table 3 all immutable parameters are highlighted in red, and the 

smallest number of such “red” cells has the reason “Software bug”. It is important to 

mention, that the process should be iterative, and after selected configuration is ana-

lyzed and possible impact minimization strategies selected, the negative impact 

should be recalculated and next configuration with the highest negative impact should 

be selected. The process continues until the configuration with the highest impact will 

be the one, which was already analyzed. 

Next step is to identify and evaluate all possible failure modes in case of the reason 

“Software bug”, taking into account immutable values for other parameters (for in-

stance, in the example “Low Impact” is immutable with “Many affected components” 

and “High recovery”). As there can be too many possible combinations, we need to 

divide “Software bug” reason into more specifics reasons; and for each of them to 

evaluate negative impact. The following “Software bug” more specific reasons are 

selected: 

1. Software is not compatible with user device. 

2. Software is not tested. 

3. Change in one software part broke another software part. 

4. Not compatible authentication service. 

6.3 Failure Minimization Strategy 

In this phase, for the selected failure reason with maximal possible negative impact 

minimization strategies are generated. Some possible approaches for choosing the 

strategy can be: 

1. Prediction approach – failure prediction and addressing in preventive manner. 

2. Quality approach – quality of system operation and produced output. Minimization 

of the risk that it will make system failures more frequent and more difficult to re-

cover from. 

3. Proactive maintenance approach – system health monitoring and maintenance in 

advance. 

4. Recovery efficiency approach – efficiency of recovery process after failure oc-

curred, minimization of over processing and not required actions and motions. 

5. Backup utilization approach – different backup resources for usage during system 

recovery after failure. 

6. External services and vendors availability approach – efficiency of external ser-

vices handling, external resources reliability. 

7. Inventory approach - waiting/wasted resources during recovery, resources utiliza-

tion during recovery to minimize related costs and effort. 

After that each possible strategy should be assessed from the point of the efficiency 

in the selected failure mode. Strategy is added as one additional parameter for failure 

mode space definition. Using cross-consistency matrix (see Table 4), the impact of 
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each strategy on the each failure mode parameter is evaluated. The combination of 

strategies affecting as many as possible parameters, is selected for the next phase. 

Table 4. Failure mode parameter – strategy cross-consistency matrix 
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As in our example we want to select strategies for improvements in all failure mode 

parameters, two strategies would be sufficient – quality and recovery efficiency. We 

also can define some specific activities in the scope of selected strategies (for in-

stance, define how exactly quality will be achieved – additional manual testing, auto-

mated tests, etc.) 
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6.4 Reliability Requirements Final Definition 

In this phase initially stated reliability requirements are elaborated, and the following 

information is added to each of them: 

 List of components supporting appropriate function. 

 For each component the failure reason, sub-reason and failure mode with the high-

est overall risk is described. 

 For each failure the strategy with the highest benefit is described. 

If selected strategy cannot guarantee initially stated reliability requirement, re-

quirement should be adjusted. 

For instance, first component – system student interface had the following meth-

odology application results: 

 The failure reason with the most possible negative impact is the software bug, spe-

cifically – not compatible authentication service. 

 The combination of strategies that can be used for minimization of failure impact 

are quality and recovery efficiency. 

7 Conclusions 

System reliability is one of the key quality characteristics of any system, meaning that 

without the ability to perform system’s functions in specific conditions for specific 

period of time, system cannot be used efficiently. At the same time reliability is very 

hard to achieve due to high uncertainty about potential system failures during system 

development. Reliability requirements should form the basis for system reliability 

engineering, stating exactly what level reliability is required. However often reliabil-

ity requirements are stated based only on the stakeholders’ opinion and are too gener-

ic to be transformed into specific system functions or reliability engineering activities. 

In the scope of this research the new approach of reliability requirements engineer-

ing was proposed, as an integration of existing reliability engineering technique for 

analysis of potential failure reasons and related negative impact – failure mode and 

effect analysis (FMEA). This approach allows not only stating reliability requirement 

as a number of successfully executed system functions per period of time or number 

of usage, but also defines critical system components for supporting related functions, 

possible failure reasons and impact, as well as the most efficient strategies for ad-

dressing this impact.  

Morphological analysis is incorporated for multi-dimensional analysis of failure 

impacts, as well as for evaluating possible strategies for addressing the impact. 

The approach was applied for the example of live tutoring system; and based on 

the application results the following opportunities of the further research were identi-

fied: 

 The approach should support evaluation of the initially stated reliability require-

ment, based on the defined failure mode and risk strategy, so that in the final stage 
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“Reliability requirements final definition” it is possible to evaluate realistic relia-

bility that can be achieved and agree on the new requirement or reiterate failure 

analysis and come up with new strategies for achieving desired reliability level. 

 Different evaluations in the approach that now are based on the human assessments 

(for instance, functions supporting components, failure modes impact) should be 

reworked into automated evaluation that can be performed by the machine. This is 

needed if we want to integrate this approach into SCPS. 
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