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Abstract. We study the impact of a new multi-task learning approach
in deep neural network for polarity and irony detection in Italian Twit-
ter posts. We compare this approach with traditional single-task learning
models. The different behavior of the two approaches shows the effective-
ness of the proposed method that is able to combine the information from
the two tasks improving the accuracy in both tasks. This is particularly
true on edge cases in which knowledge about the two tasks is needed to
classify a tweet, this is the case, for example, when the literal polarity of
a tweet is inverted by irony.

Keywords: Deep neural network ·Multi-Task learning · Sentiment anal-
ysis.

1 Introduction

During the last years Sentiment Analysis and related tasks have attracted a
lot of attention in the research community. Several works have been published
on these topics, and with the rising of deep learning the performances of the
systems have considerably increased. Despite these performances improvements,
machine learning based systems still struggle to perform well in edge cases such as
when literal polarity is inverted by irony, especially when these cases are under-
represented in the training data. Such cases were annotated for the SENTIPOLC
2016 shared task [2]: consider the tweet from the dataset ”Ho molta fiducia nel
nuovo Governo Monti. Più o meno la stessa che ripongo in mia madre che tenta
di inviare un’email” (”I have a lot of faith in the new Monti government. More or
less the same thing that I have in my mother who tries to send an email”): this
tweet has literal positive polarity, but irony changes the final polarity annotation.

Previous works on neural networks already shown issues on learning such
difficult cases: [10] pointed out a set of 10 criticisms of deep neural networks like
the inability to deal with hierarchical structure, the limited capacity for trans-
fer learning, the impossibility to integrate prior knowledge or lack of systematic
compositional skills. Despite these issues, previous works [14] have shown that
multi-task learning (MTL) is an appealing idea compared to single-task learning
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(STL) since it allows to incorporate previous knowledge about tasks hierarchy
into neural networks architectures. [12] have shown that MTL is useful to com-
bine even loosely related tasks, letting the networks automatically learn the tasks
hierarchy.

To study the effectiveness of MTL on Sentiment Analysis tasks, in this pa-
per we present a mixed MTL/STL approach (named MIX) based on deep bi-
directional recurrent neural networks [13] applied to polarity and irony detection
on Italian tweets. We modeled our networks to solve three binary tasks: posi-
tive, negative and ironic tweet identification. We tested the performances of our
system on the most recent datasets available for Italian. We show that our sys-
tem outperforms the state of the art for Italian for what concerns polarity and
irony classification. Furthermore, we show that the proposed mixed approach
outperforms both our STL and MTL approaches.

To our knowledge, this is the first work that shows the effectiveness of MTL
combining irony and polarity detection. A previous work on this topic [6] has
been presented at EVALITA 2016, but the authors proposed an approach that
is more similar to a multi-label classification method based on a single classifier
for all the labels, rather than a MTL in which different loss functions are used
for the different tasks.

We present an in-depth analysis on the results obtained by our method show-
ing how the proposed multi-task learning approach is able to compose the infor-
mation coming from the different tasks.

Our contributions: (i) to our knowledge this is the first work that presents
a MTL system for polarity and irony detection; (ii) we introduce a novel mixed
MTL and STL approach; (iii) we present an error analysis that suggests that
the proposed multi-task learning approach is able to combine the information
extracted from sentiment polarity and irony classification training sets and im-
proves the performance on both the tasks. This is particularly true on edge cases
in which knowledge about the two tasks are needed to classify a tweet.

2 Dataset

For the Italian polarity and irony classification tasks we relied on the dataset
provided for the SENTIPOLC event which made part of EVALITA 2016, the
periodic evaluation campaign NLP and speech tools for the Italian language. The
SENTIPOLC dataset contains a training set made of 7,410 tweets and a test set
of 2,000 tweets. Each tweet was labeled with a set of 6 binary labels that define
if a tweet is subjective (subj), positive (pos), negative (neg), ironic (iro), literally
positive (lpos) and literally negative (lneg). We performed our experiments only
on positive, negative and ironic classes, but we still used the other labels to
perform a comparative analysis between the performances of the system trained
in the single-task and in the multi-task models.

Table 1 reports the distributions of labels in the data set.
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Label combination
train test

subj pos neg iro lpos lneg

0 0 0 0 0 0 2,312 695
1 0 0 0 0 0 504 219
1 1 0 0 1 0 1,488 295
1 0 1 0 0 1 1,798 520
1 1 1 0 1 1 440 36
1 0 1 1 0 0 210 73
1 1 0 1 1 0 62 8
1 0 1 1 1 0 239 66
1 1 0 1 0 0 29 3
1 0 1 1 0 1 225 53
1 1 0 1 0 1 22 4
1 0 1 1 1 1 71 22
1 1 0 1 1 1 10 6

total 7,410 2,000

Table 1. Distribution of label combinations in the SENTIPOLC 2016 data set

3 Architecture and Training

Fig. 1. STL and MTL neural networks architectures.

Figure 1 reports the architectures of the MTL and STL neural networks that
we designed. Both the architectures are based on bidirectional long short-term
memory networks (Bi-LSTM) [8, 7]. The STL architecture is composed of two
stacked Bi-LSTM layers and a dense layer for each task. The MTL architecture
is composed by a shared Bi-LSTM, three task specific Bi-LSTMs, and three task
specific dense layers specialized in recognizing respectively positive, negative and
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ironic inputs. We introduce in this work a new method (named MIX) to combine
these two architectures using a two stage training approach in which a layer is
shared in just one stage of the training phase.

Features: We built two sets of word embeddings with 128 dimensions using
word2vec [11]. The first set of word embeddings was generated starting from the
itWac Corpus [3], while the second was built exploiting approximatively 25 mil-
lions of Italian tweets. Both the corpora were postagged using the postagger by
[5] and the word embeddings were computed using the combination of the word
and its part of speech. The generated itWac and Twitter embeddings provided a
coverage of 91.5% and 96.6% on the SENTIPOLC dataset. In addition, for each
word its sentiment polarity is used as feature exploiting the sentiment polarity
lexicon by [9].

Each token of a tweet is represented by a vector resulting from the concate-
nation of the described features.

Training: To train the STL networks, we performed three different training
steps, one for each task. To train the MTL architecture, we run a shared training
by iteratively optimizing at each step a loss function for each task. For the MTL
the global loss function is given by the sum of the three individual loss functions.
In STL and MTL architectures, we stopped the training after 50 epochs without
improvements of the loss function on the validation set, choosing the parameters
with the best performances.

To mix the MTL and STL approaches we used a two stage training. In
the first stage we trained the MTL network as described above. In the second
stage we initialized the weights of the three first Bi-LSTM layers of the STL
architecture using the weights of the MTL network’s shared Bi-LSTM and the
second level Bi-LSTM using the weights learned in the first stage. We then run
a specific training for each task. We used the same stopping criteria as for STL
and MTL training.

Since in the dataset all the tweets are labeled with their polarity and irony la-
bels and the number of ironic tweets is extremely unbalanced w.r.t. the non-ironic
ones, we oversampled the ironic examples by replicating them in the dataset. The
oversampling technique has been showed to improve classification performance
on unbalanced datasets [4].

4 Results

Table 2 reports the performances on the test set achieved by our baselines and
multi-task learning models. The scores are calculated accordingly to the official
metrics adopted by the task organizers. Since random initialization lead to dif-
ferent performances in different runs, we repeated the experiments 10 times and
the tables report the average scores. In addition, the tables report the perfor-
mances obtained by the best systems that participated to SENTIPOLC 2016.
To study the impact of multi-task learning across irony and polarity tasks, we
also tested a MIX model trained only on positive and negative labels (PMIX)
without using irony information.

79



System POS NEG Polarity IRO

STL .641 .665 .653 .608
PMIX .670 .699 .684 -
MTL .674 .700 .674 .586
MIX .660 .736 .698 .622

SwissCheese.c .653 .713 .683 .536
UniPI.2.c .685 .643 .664 -
tweet2check16.c - - - .541

Table 2. F1-Scores obtained on the SENTIPOLC 2016 dataset by the different sys-
tems. Polarity is the official metric for the polarity detection task and it is a combination
of POS and NEG accuracies.

System
POS NEG Polarity

Iro l Pol Iro l Pol Iro l Pol

STL .115 .105 0.11 .090 .080 .085
PMIX .143 .044 .093 .075 .093 .049
MTL .104 .069 .086 .075 .086 .061
MIX .539 .567 .553 .492 .553 .500

Table 3. Polarity F1-Scores for ironic tweets (Iro) and for tweets in which irony mod-
ifies literal polarity (l Pol) in the Italian test set.

As we can see in Table 2, in the polarity detection tasks the MTL, PMIX,
and MIX models all outperform the best SENTIPOLC system that used a single
task approach [1] (UniPI.2.c row), while only the MIX model performed better
than the [6] system (SwissChese.c row), that used a multi-label classifier for the
subjectivity, polarity and irony identification tasks.

For what concerns Irony detection, we observe that all our networks out-
perform the best SENTIPOLC system, probably thanks to the usage of over-
sampling (the F-score of our STL model without oversampling is only 0.473).
More importantly, we observe that MIX model significantly outperforms the STL
baseline, while the standard MTL does not.

These results show that MIX model brings improvement in both polarity and
irony detection tasks.

To study the impact of multi-task learning in Polarity and Irony detection,
we conducted an in-depth error analysis to investigate the performance of our
models on edge cases. We studied the behavior of the models for a selected
subsets of the test set. Table 3 reports the polarity detection accuracies of our
models on Italian ironic tweets (columns Iro in the table) and on tweets for which
irony changes the literal polarity (l Pol). We can clearly observe how the MIX
model brings great improvements for polarity detection in l Pol tweets while
the standard MTL does not. The improvements are clear for both positive and
negative tweets. This result suggests that the MIX model is able to compose
information coming from different examples of different tasks and to obtain
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Label combination
Freq

IRO Accuracy
subj pos neg lpos lneg iro MIX MTL STL

1 1 0 0 0 1 8 37.50 0.00 0.00
1 1 0 0 0 1 3 33.33 0.00 0.00
1 1 0 0 1 1 4 50.00 0.00 0.00
1 1 0 1 1 1 6 16.67 0.00 33.33
1 0 1 1 1 1 22 27.27 4.55 13.64
1 0 1 1 0 1 66 21.21 6.06 4.55
1 0 1 0 0 1 73 32.88 4.11 8.22
1 0 1 0 1 1 53 26.42 5.66 5.66

1 1 0 1 0 0 295 94.58 93.22 91.19
1 1 1 1 1 0 36 80.56 97.22 97.22
1 0 1 0 1 0 520 89.81 97,31 94.04
0 0 0 0 0 0 695 98.27 95.83 93.38
1 0 0 0 0 0 219 92.24 95.43 93.61

Table 4. Irony accuracy of our models for the different combinations of labels in the
SENTIPOLC 2016 test set.

better results on edge cases. This is also shown by the results obtained in the
polarity detection task on ironic tweets (Iro).

Table 4 reports the accuracy of our systems in the irony detection task for
all the different label combinations in the test set. We can observe that the STL
and the MTL models show the same behavior while the MIX model significantly
outperforms the other two in mostly all kinds of ironic instances (rows 1-8) and
not ironic positive instances (row 9). Vice versa, MTL and STL outperform MIX
in the negative not ironic comments (rows 10-11). Given that the MIX approach
brings impressive improvements for edge-cases (especially rare ones), it is likely
that it overestimates the correlation between irony and negativity.

5 Conclusion

We conducted a study on the effectiveness of multi-task learning approaches in
sentiment polarity and irony classification. We presented a mixed single- and
multi-task learning approach, that is able to improve the performance both in
polarity and irony detection with respect to single-task and standard multi-task
learning approaches. In particular, our approach led to substantial improvements
on edge cases in which knowledge about the two tasks are needed to classify a
tweet. This is particularly true, when these cases are under-represented in the
training data. An example is the case when a the literal polarity of a tweet is
inverted by irony.
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